
ABSTRACT

KENT, LAURA MICHELLE. Multi-Year Analysis of Ice Streamers within Coastal Northeast
US Winter Storms. (Under the direction of Dr. Sandra Yuter).

Many radar observational studies have examined 1-3 km scale convectively-overturning

generating cells in winter storms which yield locally higher snowfall rates. But previous work

has not quantified their frequency occurrence or diurnal cycle. Recent idealized modeling

studies suggest that the primary forcing mechanism for generating cell maintenance is

cloud-top destabilization from radiative instability which implies that generating cells will

be more common during the night than during the day. As a proxy for generating cells, we

use precipitation radar detectable ice streamers (ice trails from generating cells) which are

sometimes referred to as fall streaks.

This study utilizes vertically-pointing radar data from a 24.1 GHz Micro Rain Radar in

Stony Brook, NY to characterize the prevalence of ice streamers. This coastal northeast U.S.

data set spans nearly 15,000 hours of radar echo obtained over 10 winter seasons (November

- March from 2007-2018). We developed an image processing algorithm which identifies

ice streamers as vertically continuous features of locally higher reflectivity compared to

a smoothed background reflectivity. Ice streamers occur about 80% of the time in winter

storms at Stony Brook, NY. Since the Micro Rain Radar detects precipitation particles but

not cloud particles, the estimated average ice streamer occurrence of 80% is likely an

underestimate.

We tested whether a diurnal cycle was present in the hourly frequency of occurrence

of ice streamers using Monte Carlo 95th percentile significance tests on several metrics

of the time series, harmonic fits and the differences between 6-hour averages. There was

weak evidence for a diurnal cycle peaking in the hours spanning sunrise. However, the

small amplitude of the diurnal cycle is sufficiently low to likely be of marginal practical

significance and its timing is inconsistent with what one would expect from an overnight

radiative instability.
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CHAPTER

1

INTRODUCTION

The northeastern United States usually experiences several large winter storms each year

which have severe impacts on densely populated metropolitan areas. Signi�cant snow-

fall can shut down airports and roadways. FEMA declared 520 emergency declarations

from 1955 to 2020 and of those 165 were for winter related hazards (Federal Emergency

Management Agency 2021). Snowfall rates can vary widely within winter storms (e.g. Ras-

mussen et al. 2003). The physical processes and associated environments responsible for

locally heavy snowfall are not fully understood, and hence accurate snow accumulations

are dif�cult to forecast.

Northeast US winter storms are extratropical cyclones with well-studied synoptic and

mesoscale processes that yield and modulate precipitation (e.g. Schultz et al. 2019). Su-

perimposed on these larger-scale processes, convective-scale overturning cells near cloud

top have localized upward motions which are conducive to ice growth (Houze et al. 1981;

Matejka et al. 1980; Herzegh and Hobbs 1980; Crosier et al. 2014; Evans et al. 2005; Plum-

mer et al. 2014). Previous work disagrees on the most important sources of the instability

that are responsible for cellular motions near cloud top and the resulting locally higher

snowfall at the surface. The processes and environments that initiate and sustain cloud

top convective cells within winter storms are one piece in the puzzle in understanding and
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eventually improving forecasting of these storms. This study focuses on multi-year radar

observations of the convective cells near cloud top and associated ice streamers from a

vertically-pointing radar located in Stony Brook, NY on Long Island.

1.1 De�nitions

The AMS Glossary de�nes a generating cell as follows.

"In radar, a small region of locally high re�ectivity from which a trail of hydrom-

eteors originates. It is postulated that snow crystals are formed and grow in the

generating cells and that the cells are maintained by convection induced by

the release of latent heat accompanying the crystal growth. The shape of the

snow trail below a generating cell depends on the fall speed of the snow and

the vertical pro�le of the horizontal wind."

Trails of higher re�ectivities that originate in the upper or middle portions of snow

echo and descend within storms are often referred to as fallstreaks (Marshall 1953; Gunn

et al. 1954; Douglas et al. 1957; Rauber et al. 2014; Rosenow et al. 2014; Plummer et al.

2015; Keeler et al. 2016b). However, in addition to this historical use of fallstreak it is also

used as a synonym for virga, liquid or solid precipitation that does not reach the ground

(American Meteorological Society 2021). To reduce ambiguity, in this paper, we use the

term ice streamer following Wexler (1955) and Wexler and Atlas (1959). We use the modi�er

ice to distinguish from streamers in rain. The AMS Glossary indicates that streamers

"emerge from a layer of convective instability that often exists in the middle

or upper troposphere in widespread storms. Small convective cells developing

within this layer produce the ice crystals that then fall to lower altitudes. The

base of the convectively unstable layer is called the snow-generating level. The

shape and vertical extent of the streamers depend on the vertical pro�les of

wind and relative humidity in the layer through which the precipitation falls."

Generating cells yield precipitation-sized ice particles for a �nite time. As the precipita-

tion particles fall out of the generating cells they are advected by winds within the storm

(Fig. 1.1). The top of the ice streamer is within the generating cell. Differences in wind

direction and wind speed among layers of the storm bend the trail of falling particles such

that the geographic location where the particles reach the surface is offset from the location

of the generating cell. In winter storms, wind speeds usually increase with increasing height
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and wind direction can abruptly change with height. As a result of wind shear within the

storm, ice streamers are often three-dimensional.

For example, Figure 1.2 , illustrates a RHI vertical cross-section through a winter storm

at 0509 UTC on 1 February 2021 scanned by a research radar operated by Stony Brook

University. The wind direction changes abruptly at 3.5 km altitude and 2 km altitude. The

ice streamer shape bends as particles are advected by the wind in different layers as the

particles fall. Earlier in the same storm, the upper portions of the ice streamers are distinct

but lower portions are more smeared out across several layers with different wind directions

(Fig. 1.3)

Time-height data from surface-based vertically-pointing radar effectively samples along

a streamline based on the mean storm motion relative to the radar's location adding a further

complication to the visual appearance of ice streamers compared to vertical cross-sections

from scanning radar RHIs and airborne radar data. Figure 1.4 shows the location of Stony

Brook, NY relative to the cyclone low pressure center for over a dozen storms. The MRR

has insuf�cient sensitivity to observe non-precipitating portions of the cloud. The upper

portions of the overturning circulation that is part of the generating cell may or may not

contain precipitation-sized ice. Hence, the MRR will typically underestimate the vertical

extent of the generating cell portion of the ice streamer. Given that precipitation ice fall

speeds are usually � 1 m/ s and echo tops at Stony Brook are rarely higher than 8 km altitude,

it would be unusual for an ice streamer to have duration in time-height data longer than 2

hours.

1.2 Previous Work

1.2.1 Characteristics of Generating Cells and Ice Streamers

Marshall (1953) �rst discussed generating cells based on observations of scanning X-Band

radar data. Using scanned radar RHIs, he identi�ed the generating cell level as the altitude

in which precipitation develops, and described "mares tails" appearing below that level.

The pattern of precipitation trails that he describes is shown in Fig. 1.5. Further radar

studies during the 1950s described the basic structures and evolution of generating cells

and the environment in which they develop (Gunn et al. 1954; Wexler 1955; Langleben 1956;

Douglas et al. 1957; Wexler and Atlas 1959). The radar-observed structure of generating cells

transitions from cells without trails, cells with trails, and �nally trails without heads. These

early investigators focused on two key sources of instability responsible for formation
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of generating cells near cloud top: advection of dry air aloft (potential instability) and

cloud-top radiative cooling.

Subsequent research has expanded and re�ned these early �ndings. Multiple radar

studies concur that generating cells are typically 1-3 km in the vertical and horizontal

extent and contain updrafts of 1-2 m s -1. (e.g. Gunn et al. 1954; Langleben 1956; Wexler and

Atlas 1959; Syrett et al. 1995; Evans et al. 2005; Kumjian et al. 2014; Plummer et al. 2014;

Rosenow et al. 2014; Rauber et al. 2015). Kumjian et al. (2014) examined high spatial and

time resolution radar data from winter storms in the Colorado Front Range and found that

individual generating cells had a lifetime of about 10 minutes.

The observation of locally higher radar re�ectivity de�nes generating cells from the

surrounding lower re�ectivity background. Re�ectivity values alone are insuf�cient to

determine mode of ice growth since re�ectivity in snow is a function of the size distribution,

density distribution, and number concentration of particles within a volume of air. The

clearest evidence for the nature of ice growth within generating cells comes from the aircraft

data analysis of Plummer et al. (2014) which sorted data obtained within and between

generating cells observed in the comma head of 11 continental winter cyclones (Fig. 1.6). In

contrast to previous work, Plummer et al. (2014) used particle probes designed to reduce ice

particle shattering and accounted for residual particle shattering in their analysis. At a given

temperature, similar ice crystal habits were observed within and between generating cells.

Riming and aggregation were observed within and and between generating cells. While there

was considerable overlap between the particle characteristic distributions obtained within

and between generating cells (Fig. 1.7), there was a consistent signature of higher values

within generating cells for temperatures less than -18 °C. The higher values of ice water

contents are primarily a result of increased number concentration of particles > 500 � m

which were on average between 1.7 and 3.3 times higher inside as compared to outside of

generating cells. Supercooled water was directly observed in 26% of observations within

generating cells as compared to 18% between generating cells. As expected, overall smaller

number concentrations and particle diameters were present at lower air temperatures and

overall higher turbulence within the generating cell layer lessened the differences within

and between generating cells.

In summary, a generating cell is an overturning circulation initiated by an instability

near cloud top. The upward branch of the circulation yields a localized increase in RH

which will result in ice mass increases when RH ice > 100%. If the ice crystals within the

generating cell grow enough to reach precipitation-size and fall, the resulting stream of

particles sedimenting below the overturning circulation is observable by radar.
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1.2.2 Different Sources of Instability within the Generating Cell Layer

The relative importance of various sources of instability to the overturning circulations

within generating cells has been debated in the literature since the 1950s. Early work found

that generating cells were often associated with sounding-observed potential instability,

especially along boundaries from moist to dry air which require only small vertical motions

for instability to be released (Wexler and Atlas 1959). Other early observational work demon-

strated that generating cells could form in stable layers and yielded an alternate theory

that diabatic heating from latent heat release during depositional growth was suf�cient to

maintain instability (Douglas et al. 1957; Gunn et al. 1954). More recently, observational

analysis by Kumjian et al. (2014) consistently found potential instability near cloud top

when generating cells were present (Fig. 1.8). They speculated that a combination of dia-

batic heating and cloud-top radiation instability yielded the potential instability in the layer

with generating cells and played a role in maintaining generating cells in addition to the

advection of lower � e (dryer and / or cooler) air above the cloud layer. Kumjian et al. (2014)

were unable to unravel the relative roles of these sources of instability since observational

studies cannot simply turn on and off physical processes.

Modeling is required to test the sensitivity of generating cell characteristics to radiative

forcing and diabatic heating in the context of a range of stability and shear conditions. A

comprehensive set of idealized mesoscale model simulations of a region within the comma-

head of an extratropical cyclone are described in a three-part series of papers by Keeler et al.

(Keeler et al. 2016a,b, 2017). They simpli�ed the environment of a storm on 14-15 February

2010 which had aircraft radar observed generating cells near cloud top (Rauber et al. 2014;

Rosenow et al. 2014; Plummer et al. 2014, 2015). They examined the in�uences of radiation

(nighttime-longwave only, daytime longwave + shortwave, and no radiation) (Keeler et al.

2016a), stability (potential instability, neutral, and stable) (Keeler et al. 2016b) and wind

shear within the generating cell layer (Keeler et al. 2017) on generating cell organization,

vertical velocities and ice water contents. Their idealized WRF simulations used a 50.1 x

50.1 x 15 km3 grid with horizontal grid spacing of 100 m and vertical spacing near 50 m

at the generating cell level of 6-8 km altitude. Figure 1.9 shows vertical cross-sections of

precipitation ice mixing ratio and vertical air motion through generating cells from their

nighttime radiation simulation with strong potential instability and moderate wind shear (4

ms-1 km -1). As expected, generating cells developed within the simulation in the presence of

near cloud-top potential instability. Generating cells did not develop in neutral and stable

conditions when longwave cooling was not present. Generating cells persisted through
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the day in the simulations with radiation as shortwave warming was not suf�cient to fully

offset longwave cooling. Daytime shortwave warming did decrease the range of vertical air

motions within the generating cells compared to at night. Contradicting the AMS Glossary

de�nition of generating cells in Section 1.1, they found that latent heat release related to

depositional growth of ice crystals was not suf�cient to maintain generating cells near

cloud top in the absence of radiative forcing. As wind shear increased from no wind shear,

to moderate (4 m s -1 km -1), to strong wind shear (10 m s -1 km -1), the horizontal pattern of

generating cells changed from cellular to linear streets to less coherent linear structures

(Fig. 1.10 and 1.11).

Comparison of the nighttime and daytime radiation runs showed that generating cell up-

drafts were stronger and ice precipitation mixing ratios were higher in nighttime-longwave

only simulations as compared to daytime longwave +shortwave simulations (Fig. 1.10 and

1.11). Simulation steady state values for median vertical air motions within generating

cells were 1.64 m/ s with night-longwave only radiation compared to 1.19 m / s with day-

longwave+shortware radiation (Keeler et al. 2017). Within generating cells, ice precipitation

mixing ratios were often > 0.15 g kg-1 both day and night. There were higher maxima in

mixing ratios at night ( � 0.3 g kg-1) as compared to during the day ( � 0.2 g kg-1) (Keeler et al.

2016a). These higher values at night are related to the stronger destabilization of cloud top

by longwave cooling (negative buoyancy) as compared to during the day when it is partially

offset by shortwave warming. The role of longwave cooling yielding negatively buoyant

parcels that trigger a layer of overturning convection is roughly analogous to liquid-phase

cloud-top convection which yields drizzle cells in marine stratocumulus (Wood et al. 2011).

1.3 Research Goals

A key implication from the Keeler et al. papers is that generating cells with higher vertical

velocity values yielding high ice water contents will be more frequent at night. These

characteristics are expected to manifest as higher frequencies of radar re�ectivity detectable

ice streamers overnight compared to during the day. There is a non-linear relationship

between mixing ratio and re�ectivity making higher mixing ratios much easier to detect with

weather radar data. Radar re�ectivity in snow is roughly proportional to log 10(precipitation

ice mixing ratio) 3 (Matrosov 2007). Synoptic storm structures and environmental stability

conditions are not expected to have a diurnal cycle over a large sample size of winter storms.

Despite the many observational studies over the decades, no one to date has systemati-
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cally quanti�ed the overall occurrence of generating cells within winter storms or if there

is a diurnal cycle in their frequency. We use 10 winter seasons of vertically-pointing radar

data from Stony Brook, NY to identify ice streamers and analyze their frequency occurrence

relative to time of day. These data correspond to 14,877 hours with radar echo which is

the equivalent of almost 620 days. Previous observational work related to winter storm

generating cells used data sets from short term �eld projects and storm sample sizes less

than 20.

The testable hypothesis that was stated in the NSF grant proposal that funded this work

is as follows:

Convective scale generating cells (with active overturning circulations) within

500 m of cloud top are 2x more common at night when a cloud top radiative

cooling instability is present than during the day.

In this analysis, we use ice streamer counts per hour as a proxy for generating cells. The

longer duration of ice streamers as compared to the source generating cells makes them

easier to observe in vertically-pointing radar data. Hence the original testable hypothesis

for this analysis was rephrased as:

Ice streamers observed by vertically-pointing radar data are 2x more common

at night than during the day.

This hypothesis assumes that ice streamers have a low enough prevalence that a 2x

frequency during the night compared to day is possible (i.e. that daytime frequency of

occurrence of ice streamers was less than 50%). As the analysis proceeded, it turned out

that the average prevalence of ice streamers was close to 70%, much higher than was

thought when the proposal was written. We ended up modifying the testable hypothesis

for this thesis to look for a diurnal cycle of practical signi�cance. Chapter 2 describes the

radar data set, how ice streamers are detected and characterized, and the methods used to

determine if there is a practically signi�cant variation in ice streamer frequency by time

of day. Chapter 3 presents the information on the sensitivity of the detection method and

analysis results, and Chapter 4 summarizes the �ndings and discusses future work.
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Figure 1.1: Idealized depiction of ice streamers in a time height plot. The brown ice stream-
ers have an increased size in the unstable layer where the overturning air circulations
promote ice crystal growth, white hexagons. As the ice crystals fall below the unstable
layer they are advected with the wind which results in the ice streamers having the skewed
appearance.

Figure 1.2: A vertical RHI cross-section from 01 February 2021 from KASPR research radar
at Stony Brook University. The ice streamers in this image have a sharp bend at 3.5 km
and 2 km where there is a sharp wind change and the advected particles abruptly change
direction as well.
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