
ABSTRACT

ALLEN, LUKE ROBERT. Observed Mesoscale Surface Air Pressure Waves and In-Cloud Characteristics
in the Context of Winter Storm Structures. (Under the direction of Sandra Yuter).

Heavy snowfall over the large metro areas along the Northeast US Atlantic coast and in the

Midwest US has significant societal impacts. Current numerical weather models have large

uncertainties in forecasts of snowfall rate, duration, and timing. In this study, we use recent

and unique observational data sets to address questions regarding the primary and recurrent

processes responsible for snow mass increases in winter storms. By focusing on snow storms

over mostly flat land, this study complements previous work on orographic and lake-effect

snowfall. This work has two components which address 1) atmospheric gravity waves and 2)

vertical air motions within winter storms.

To examine the occurrence of gravity waves during winter storms and their associations

with radar observed structures, we analyzed data from the National Weather Service WSR-88D

operational radar network in conjunction with networks of high-precision pressure sensors

in the Toronto, ON, Canada and New York, NY, USA metropolitan areas. In 40 months (Jan

2020-Apr 2023) of data, we objectively identified 33 coherent and trackable pressure wave

events with wave periods ≤ 67 min, wavelengths ≤ 170 km, and amplitudes ≥ 0.45 hPa. Ten

of those pressure wave events were caused by either frontal or outflow boundary passages

or a wake low. The 23 pressure wave events that were gravity waves all occurred during the

months between December and May. We found a strong correlation between gravity wave

amplitude and event duration. In the New York City and Toronto metro areas, gravity waves

are rare during snow events. Only 6 gravity wave events co-occurred with surface snow at our

two observing networks, compared to 79 snow events of at least 4 hour duration. While gravity

waves and enhanced reflectivity bands may co-exist in some instances, evidence from the large

sample size of storms indicates that this association is not commonplace.

We combined aircraft data from two field studies, the NSF Profiling of Winter Storms

(PLOWS) and NASA Investigation of Microphysics and Precipitation for Atlantic Coast-Threatening

Snowstorms (IMPACTS), which sampled storms in the Northeast and Midwest US to charac-

terize the distributions of vertical velocity and updrafts. We used ∼100-m resolution in situ

measurements of in-cloud vertical air velocity taken during 42 research flights. Upward motions

capable of lofting precipitation-sized ice (≥ 0.5 m s−1) were often associated with cloud-top

generating cells, while regions below generating cell layers typically had sparse updrafts. Verti-

cal velocity ≥ 0.5 m s−1 only occurred in ∼10% of in-cloud measurements. We defined updrafts

as envelopes of consecutive in-cloud measurements of vertical velocity ≥ 0.5 m s−1. The up-



drafts ≥ 0.5 m s−1 we observed were usually narrow (median envelope lengths ∼0.25 km) and

90% were < 1.2 km across. In these storms, upward lofting of precipitation-size ice particles

typically occurs on scales of a few 100 m rather than within mesoscale (25+ km) updrafts.

Our results provide important context for the temporal and spatial scales of ice microphysics

processes. Current conceptual models of winter storms usually assume relatively continuous

ice growth along snow particle trajectories. Our results suggest that ice growth is likely more

episodic as particles have few opportunities to pass through conditions that would sustain

relative humidity sufficient for vapor deposition and/or riming. Additionally, our findings

can serve as benchmarks for users and developers of numerical models to assess whether the

vertical air motions in winter storm simulations are being represented realistically.
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CHAPTER

1

INTRODUCTION

1.1 Motivation

Heavy snow and winds associated with winter storms can have significant negative societal

impacts, including power outages, roof failures, and closure of transportation systems. Twenty-

four winter storms caused at least 1 billion USD in damage between 1980 and 2024 (NOAA

National Centers for Environmental Information 2024). The northeast United States is especially

vulnerable to the risks associated with winter storms due to the large population centers near

the coast (e.g., Washington, D.C., Philadelphia, PA, New York, NY, and Boston, MA) and the

regular occurrence of extratropical cyclones bringing snowfall to the region (Kocin and Uccellini

2004).

Forecasting the timing and location of heavy snowfall rates represents a challenge to opera-

tional meteorologists, and there is often large uncertainty in forecasts of snowfall accumulation

(Novak et al. 2014). Numerical weather prediction models often have substantial error in their

forecasts of snowfall intensity, timing, and location (e.g., Zhang et al. 2002; Radford et al. 2019;

Connelly and Colle 2019; Fritz 2023). The representation of processes relevant to snow mass

growth and shrinkage is a source of error in numerical weather models (Connelly and Colle

2019; McMurdie et al. 2022). This study addresses questions related to understanding which pro-

cesses are primarily important to snow mass growth in most winter storms affecting flat-land
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regions in the Northeast and Midwest United States.

1.2 Definitions of key terms

Table 1.1 defines key terms which are used throughout this dissertation and may be unfamiliar

to non-meteorologist readers.

Table 1.1: Definitions of key meteorological terms used in this dissertation.

Term Definition
Radar
reflectivity

Measure of the energy received by a weather radar which is reflected back
from scatterers, precipitation particles and non-meteorological targets, in a
scanned volume. In rain, radar reflectivity is a function of the number and size
of rain drops in a given volume, and higher reflectivity is typically associated
with higher rain mass per unit volume. In snow, the different shapes and
densities of snow particles means that the relationship between reflectivity
and snow mass per unit volume is not monotonic.

Enhanced
reflectivity
bands

Narrow, linear horizontal regions where the radar reflectivity is higher than
some "background" value. Bands can be identified objectively from scanning
radar data following Tomkins et al. (2024b).

Doppler velocity Measure of the component of velocity of scatterers along a radar beam. For
radars scanning close to horizontal, the Doppler velocity is indicative of the
horizontal wind. For radars scanning vertically, the Doppler velocity is the
sum of vertical air motion and particle fall speeds.

Doppler velocity
wave

Sets of banded features in radar Doppler velocity data. Doppler velocity waves
can be identified from scanning radar data following Miller et al. (2022).

Generating cells Overturning convective circulations commonly present near cloud top in
winter storms. "Ice streamers" of enhanced reflectivity are often observed
descending from generating cells.

Frontogenesis The strengthening of the gradient of a scalar field (typically temperature
or related) following an air parcel. Frontogenesis is associated with an air
circulation in which there is upward motion on the warm side of a weather
front.

Relative
humidity

The proportion of the equilibrium (i.e., saturation) water vapor mixing ratio
which is present in an air parcel. Relative humidity can be expressed either
with respect to liquid water (RHwater) or with respect to ice (RHice). When air
temperature < 0◦C, RHice > RHwater.

Supersaturation A condition where RH > 100%, either with respect to liquid water or with
respect to ice. If air is supersaturated with respect to ice, then ice particles
grow by vapor deposition. If air is supersaturated with respect to liquid water,
then water droplets grow by condensation.
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Table 1.2 defines terms which are used mostly in Chapters 2 and 3 that relate to wave

analysis.

Table 1.2: Definitions of key wave-related terms used in this dissertation.

Term Conventional
symbol

Definition

Wave period τ For a fixed location, the amount of time from one wave
peak (or trough) to the next. Inverse of wave frequency.
Unit: s.

Wave frequency f For a fixed location, the number of wave peak (or trough)
passages per unit time. Inverse of wave period. Units: s−1

or Hz.
Wavelength λ The distance between wave peaks (or wave troughs). Prod-

uct of wave period and phase speed. Unit: m.
Wave amplitude A The difference between the wave peak and trough values

in hPa.
Event duration The amount of time over which a detectable wave signal

was present.
Wavelet power |W | The absolute value of the wavelet transform output.

Units: hPa2 s−1 (when applied to pressure in hPa).
Phase speed |c⃗ | or c The distance traversed by a wave peak (or wave trough)

per unit time. Product of wavelength and wave frequency.
Units: m s−1.

Phase direction The direction relative to north (where north is at 0 degree
azimuth) in which the wave peaks/troughs are propagat-
ing. Unit: ◦.

Phase velocity c⃗ Vector in xy-plane which has magnitude defined by the
phase speed and direction defined by the phase direction.
Units: m s−1.

Slowness vector s⃗ Vector in xy-plane with components equal to the inverse
of the phase velocity components. Points in phase direc-
tion. Units: s m−1.

Pressure wave Detectable wave signals present in time series of pressure
over at least 4 pressure sensors in a network.

Gravity wave /
buoyancy wave

Waves attributed to the physical mechanism by which air
parcels in a stable environment, when perturbed verti-
cally, will oscillate about their original altitude.
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1.3 Background

We will focus on flat-land winter storms to distinguish from orographically-forced or lake

effect snow storms. Flat-land winter storms are usually forced by extratropical cyclones and

associated air mass boundaries. Extratropical cyclones are characterized by minima in sea level

pressure and sloped air mass boundaries (i.e., fronts) which separate warmer air from colder

air. Frontal circulations, large-scale temperature advection, large-scale vorticity advection,

and convective-scale instabilities near cloud top provide forcing for vertical air motion (e.g.,

Schultz et al. 2019). The effects of warm lakes and topography superimpose additional forcing

on extratropical cyclones which are not important to snow events impacting the Northeast

US coastal areas or most of the Midwest US. In general, "winter storms" will refer to flat-land

winter storms in this dissertation.

Figure 1.1: (Figure 2 from McMurdie et al. 2022). An example plot of radar reflectivity factor
(dBZ) illustrating narrow regions of high reflectivity associated with the primary snowband
and multibands. Potential mechanisms contributing to snowband formation and maintenance
are indicated on the figure.
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1.3.1 Reflectivity bands and gravity waves in winter storms

Previous work has focused on linear bands of enhanced radar reflectivity within winter storms,

in which there were assumed to be higher snow rates (e.g., Novak et al. 2004, 2008, 2010;

Hoban 2016; Ganetis et al. 2018; Leonardo and Colle 2024). These studies conventionally

categorize bands as either primary (i.e., single) bands or as groups of multibands. Primary

bands are ≥ 200 km in length, and Ganetis et al. (2018) found an association between primary

bands and stronger frontogenesis. Multibands are groups of two or more bands parallel to

each other, < 200 km in length. In Fig. 1.1, a primary band spans from central New Jersey

northeast to central Massachusetts. Two groups of multibands are present in Fig. 1.1, both

southeast of Long Island: some are oriented west-east, and some are oriented north-south.

There is no clear consensus on the physical process(es) and/or environmental condition(s)

most important for multiband formation and maintenance, as the annotations of multibands in

Fig. 1.1 indicate. More recent work has indicated that enhanced reflectivity features in flat-land

winter storms rarely correspond to heavy surface snowfall rates. This is because snow mass

does not have a direct relationship to reflectivity, and locally enhanced reflectivity features aloft

can be "smeared" together at lower levels as snow falls toward the ground in environments

with vertical wind shear (Tomkins 2024).

Hoban (2016) found that 64% of winter storms with multibands also contained Doppler ve-

locity waves, which were detected using radar Doppler velocity data from operational National

Weather Service radars (WSR-88Ds) (Miller et al. 2022). Hoban (2016) noted that the Doppler

velocity waves did not always move in lockstep with multibands when both were present, but

did not quantify how often this was the case. The Doppler velocity waves could result from

convergence and divergence patterns associated with gravity waves, Kelvin-Helmholtz waves

(Houser and Bluestein 2011), or flow anomalies associated with potential vorticity dipoles

(Leonardo and Colle 2023).

The upward branches in gravity waves could yield increased snow mass by expanding and

cooling air parcels, thereby lowering their saturation water vapor mixing ratio. The parcel water

vapor mixing ratio remains constant for adiabatic processes (no phase changes or fluxes in/out

of the parcel), so the RH of the parcel increases as it is lifted (upward movement in Fig. 1.2). If

the parcel becomes supersaturated with respect to ice (crosses the 100% RHice contour in Fig.

1.2), ice particle growth by vapor deposition will occur. If the parcel become supersaturated

with respect to liquid water (crosses the 100% RHwater contour in Fig. 1.2), liquid water droplets

will form and could accrete on ice particles in a process called riming. Case study evidence

exists of enhanced snow rates being associated with gravity waves (e.g., Bosart et al. 1998), but it

is not known whether gravity waves are commonly associated with enhanced radar reflectivity

or increased surface snowfall rates for flat-land winter storms.

5



(a) Relative humidity in a standard atmosphere

20% 40% 60% 80% 100%
0 1 2 3 4 5 6

Water vapor mixing ratio (g/kg)

-40

-35

-30

-25

-20

-15

-10

-5

0

T
em

pe
ra

tu
re

 (
de

g 
C

)
333

372

415

462

513

568

629

694

765

P
re

ss
ur

e 
(h

P
a)

RH
ice

 (dashed: 100%)

RH
water

 (dashed: 100%)

0 1 2 3 4 5 6
Water vapor mixing ratio (g/kg)

0

2

4

 T
 (

de
g 

C
) (b) Temperature difference between ice saturation and water saturation

Figure 1.2: (a) Contours of relative humidity with respect to ice (RHice) and with respect to
liquid water (RHwater) as a function of temperature and water vapor mixing ratio, assuming a
standard atmosphere temperature-pressure relationship (corresponding pressure values on
right axis). RH values are contoured at 20% intervals, with the 100% contour dashed. (b) The
temperature difference between the 100% RHice and 100% RHwater contours at each water vapor
mixing ratio.

1.3.2 Vertical air motions in winter storms

The in-cloud spatiotemporal distribution of vertical air velocity in winter storms is important to

determining where and when ice mass increases and decreases may be occurring. As discussed

in Sect. 1.3.1, upward motion cools and expands air parcels, raising their RH values (Fig. 1.2)

and potentially leading to hydrometeor nucleation and growth. Conversely, downward motion

heats and contracts air parcels, lowering their RH values and potentially leading to hydrometeor

shrinkage.

It has been long recognized that the spatial distribution of surface precipitation is highly

sensitive to the time between when a cloud particle reaches precipitation size and and begins

to fall and when it reaches the surface (e.g. Smith 1979; Colle and Mass 2000; Colle and Zeng

2004; Colle et al. 2005; Lackmann and Thompson 2019). If precipitation particles remain in

cloud for more time, then there is more time for them to be horizontally advected. Horizontal
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wind speeds in winter storms are typically 10x or more than the terminal fall speeds for snow

(∼1 m s−1). The duration of a precipitation-size particle within a storm is a function of its starting

altitude where it first achieved precipitation size and the effective fall speed along its trajectory,

where effective fall speed is the sum of terminal fall speed and vertical air motion. Updrafts

will decrease effective fall speed while downdrafts will do the opposite.

Vertical velocity is spatial scale-variant, meaning that the spatial resolution over which

vertical velocity is sampled will influence the resulting distribution of vertical velocity. Vertical

air motions are generally weaker when averaging over larger horizontal areas. Remote-sensing

analyses of vertical velocity in winter storms have sampled on resolutions of tens to hundreds

of m (e.g., Cronce et al. 2007; Rosenow et al. 2014; Rauber et al. 2017; Oue et al. 2024), and

airborne in situ instruments sample on similar horizontal resolutions. Rosenow et al. (2014),

Keeler et al. (2016), and Rauber et al. (2017) found overturning air motions associated with

cloud-top generating cells on horizontal scales as small as∼1 km. In contrast, global operational

forecast models typically have grid resolutions > 10 km and some regional operational forecast

models use grids of 3 km. Therefore, current numerical weather models do not resolve the

small-scale variability in vertical air motions, including the cloud-top generating cells. Those

small-scale vertical air motions will affect the ambient relative humidity and thus conditions

for ice growth and shrinkage, which will not be fully represented in models with coarse grid

spacing.

1.4 Road map of this dissertation

In this dissertation, we are broadly aiming to address the following knowledge gaps:

• how often gravity waves can be detected during flat-land winter storms in the North-

east United States and Southern Canada, and whether gravity waves can be linked to

enhancements in radar reflectivity and/or waves in radar Doppler velocity

• the typical strength of vertical air motions and breadth of updrafts in winter storms as

measured by in situ instruments, and whether those vertical air motions are capable of

lofting precipitation-size ice particles over large spatial scales

In order to determine the presence of gravity waves, pressure sensor data are needed

(Nappo 2002, Sect. 8.2). Chapters 2 and 3 describe our analysis of data from networks of high-

precision pressure sensors. Chapter 2, which has been published in Atmospheric Measurement

Techniques, focuses on the method for objectively identifying and extracting wave signals from

the pressure data and the calculation of wave phase velocity. Examples of different types of
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pressure waves with context are given in Chapter 2. In Chapter 3, to be submitted to Atmospheric

Chemistry and Physics, we examine pressure wave events identified over 40 months of data.

We use contextual data sets to determine which pressure wave events are gravity waves, and

we determine whether the gravity wave events co-occurred with enhanced reflectivity bands

and/or Doppler velocity waves. Chapter 3 concludes with a discussion on the implications of

our results in the context of previous studies of gravity waves in winter storms.

Chapters 4 and 5 describe our analysis of in-cloud vertical air motions measured by in situ

instruments. A distilled version of Chapters 4 and 5 will be submitted to either Geophysical

Research Letters or Journal of Geophysical Research: Atmospheres. Chapter 4 motivates our

analysis of in-cloud vertical air motions and describes the data and methods used in that

analysis. Chapter 5 includes results and conclusions of our in-cloud vertical air motion analysis.

Finally, Chapter 6 contains a summary of the main conclusions of this dissertation and

implications on the current conceptual model of flat-land winter storms. We also discuss

potential avenues for future work.
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Abstract Mesoscale pressure waves, including atmospheric gravity waves, outflow and frontal

passages, and wake lows, are outputs of and can potentially modify clouds and precipitation.

The vertical motions associated with these waves can modify the temperature and relative

humidity of air parcels and thus yield potentially irreversible changes to the cloud and precip-

itation content of those parcels. A wavelet-based method for identifying and tracking these

types of wave signals in time series data from networks of low-cost, high-precision (0.8-Pa

noise floor, 1-Hz recording frequency) pressure sensors is demonstrated. Strong wavelet sig-

nals are identified using a wave period-dependent (i.e., frequency-dependent) threshold, then

those signals are extracted by inverting the wavelet transform. Wave periods between 1 minute

and 120 minutes were analyzed, a range which could capture acoustic, acoustic-gravity, and

gravity wave modes. After extracting the signals from a network of pressure sensors, the cross-

correlation function is used to estimate the time difference between the wave passage at each

pressure sensor. From those time differences, the wave phase velocity vector is calculated

using a least-squares fit. If the fitting error is sufficiently small (thresholds of RMSE < 90 s and

NRMSE < 0.1 were used), then a wave event is considered robust and trackable. We present

examples of tracked wave events, including a Lamb wave caused by the Hunga-Tonga volcanic

eruption in January 2020, a gravity wave train, an outflow boundary passage, a frontal passage,

and a cold front passage. The data and processing techniques presented here can have research

applications in wave climatology and testing associations between waves and atmospheric

phenomena.

2.1 Introduction

Gravity waves (i.e., buoyancy waves), which result from vertical perturbations of stably stratified

fluid, are ubiquitous in the atmosphere and represent an important distributor of energy

through the atmosphere (Fritts and Alexander 2003; Nappo 2002). The initial perturbations

which generate gravity waves can have several sources, including but not limited to forced
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flow over topography, deep convection, shear instability, adjustment of unbalanced flow, and

nonlinear interaction between waves (Fritts and Alexander 2003). Within the troposphere,

the vertical motions associated with gravity waves have been shown to influence cloud and

precipitation processes. If parcels then reach saturation and produce precipitation which falls

out, the changes to the parcel can be irreversible. Several studies have investigated the effects

of gravity waves on marine stratocumulus. Allen et al. (2013) and Connolly et al. (2013) related

gravity waves to changes in drizzle production within marine stratocumulus; specifically,

enhanced condensation and collision-coalescence to form drizzle drops appeared to occur in

the updrafts associated with gravity waves. Evidence also suggests a link between gravity waves

and the rapid erosion of marine stratocumulus cloud decks (Yuter et al. 2018), perhaps because

evaporation due to entrainment is enhanced as marine stratocumulus clouds are lifted by

gravity waves (Connolly et al. 2013). Fovell et al. (2006) identified gravity waves as a potential

trigger mechanism for deep moist convective cells. Case studies have linked gravity waves to

snow bands, i.e., linear mesoscale enhancements in snowfall rate within winter storms (Bosart

et al. 1998; Zhang et al. 2001; Gaffin et al. 2003), but it is unclear how often snow bands are

associated with gravity waves.

To illustrate how the vertical motions associated with gravity waves could influence cloud

microphysical properties, we use Fig. 1.2, which shows relative humidity with respect to ice

(RHice) and with respect to liquid water (RHwater) as a function of temperature and water vapor

mixing ratio for a standard atmosphere, as well as the temperature difference between 100%

RHice and 100% RHwater for each water vapor mixing ratio. For temperatures below 0◦C, RHice >

RHwater. A lifted parcel would be cooled at a constant water vapor mixing ratio (move upward

in Fig. 1.2) until it intersects the 100% RHice contour wherein vapor deposition would reduce

the water vapor (further lifting would move upward and to the left in Fig. 1.2). If the parcel

cools sufficiently to also intersect the 100% RHwater contour, supercooled water droplets would

form in the parcel and riming would likely occur further depleting the available water vapor

in the parcel. An up-and-down motion of an air parcel in a gravity wave that only crosses the

100% RHice contour yields ice mass changes that are reversible, i.e. the ice mass added by vapor

deposition in the upward motion will be lost to sublimation in the downward motion.

In contrast, if the lifting of the parcel within a gravity wave starts at RHice ≥ 100% and

intersects the 100% RHwater contour, the ice mass added by riming when ice particles collide

with supercooled droplets is not reversible (i.e., there is no unriming process). For example,

if an ice saturated parcel containing ice crystals (e.g., at -8.0◦C and 2.96 g kg−1 water vapor

mixing ratio) is lifted and cooled to -9.7◦C in a gravity wave (which requires roughly 190 m of

lift assuming a 9◦C km−1 parcel lapse rate), it would become supersaturated with respect to

water as well as with respect to ice. Water droplets would form in the parcel and the ice crystals
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could potentially become rimed. If the parcel remains ice saturated when it descends in the

gravity wave, the additional ice mass from the riming on the ice particle would not be removed.

Ice mass added by riming can only be removed by sublimation in conditions where the parcel

is subsaturated with respect to ice.

One way of distinguishing gravity waves from other wave phenomena such as Kelvin-

Helmholtz waves is that gravity waves produce a surface pressure signal (Nappo 2002, Sect.

8.2), given that the stable layer in which they occur is adjacent or nearly adjacent to the surface.

That said, several different phenomena can produce surface pressure disturbances on similar

spatiotemporal scales to gravity waves, including but not limited to outflow boundary passages,

convective wake lows (Johnson and Hamilton 1988), release of conditional symmetric instability

(Gray et al. 2011), and Lamb waves generated by, e.g., distant volcanic eruptions (Matoza

et al. 2022), large bolide impacts (ReVelle 2008), and thermonuclear explosions (Pierce and

Posey 1971). Acoustic and acoustic-gravity waves can also produce pressure signals at shorter

timescales. Such waves would include infrasound waves, which can be associated with, e.g.,

convective storms and strong flow over mountains (Coffer and Parker 2022; Bedard 1978).

Time series of surface pressure data have been analyzed to identify tropospheric wave

events in previous studies (Kjelaas et al. 1974; Christie et al. 1978; Einaudi et al. 1989; Grivet-

Talocia and Einaudi 1998; Grivet-Talocia et al. 1999; Koch and Saleeby 2001; de Groot-Hedlin

et al. 2014). Kjelaas et al. (1974) and Christie et al. (1978) presented case studies of gravity wave

events selected manually from time series pressure data. Grivet-Talocia and Einaudi (1998)

and Grivet-Talocia et al. (1999) recorded data at 1/120 Hz (i.e., every 2 min) to identify wave

periods longer than 30 min. Einaudi et al. (1989) used a network of microbarographs recording

at 0.1 Hz (i.e., every 10 sec) placed within roughly 100 m of each other, which constrained the

characteristics of disturbances which could be tracked through their network to waves with

speeds up to 50 m s−1, and wave periods of 1-20 min. Koch and Saleeby (2001) used operational

Automatic Surface Observing Systems (ASOS) data recorded at 1/300 Hz (i.e., every 5 min)

which resolved wavelengths ≥ 150 km. While strong pressure disturbances including outflows

and wake lows can be detected by ASOS pressure sensors logging data at 1 min intervals, the

large spatial separation between operational weather stations, which are mostly located at

airports, precludes determination of the associated wave speed and direction for mesoscale

disturbances. de Groot-Hedlin et al. (2014) used 337 barometers deployed with the USArray

Transportable Array, recording at 1 Hz (i.e., every 1 sec) frequency, to detect and track high-

amplitude (roughly 3 hPa peak to trough) pressure waves associated with convective storms in

the southern United States. The USArray Transportable Array barometers were spaced roughly

70 km apart, which might also preclude tracking of localized disturbances.

There is a scarcity of data for detecting and tracking pressure disturbances, including gravity
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waves, on the meso-β scale or meso-γ scale (ranging from 2 km to 200 km). Pressure distur-

bances on those scales may be relevant to phenomena such as snow bands (e.g., McMurdie et al.

2022), trade wind cumulus (e.g., Seifert and Heus 2013), and bow echoes (e.g., Adams-Selin

and Johnson 2010), which are active areas of research. We developed a measurement and

analysis technique which will allow for questions regarding gravity waves on those scales to be

addressed. To what degree and in what conditions information on gravity wave occurrence

would be valuable in operational weather settings is yet to be determined.

This paper presents data from networks of internet appliance low-cost, high-precision

air pressure sensors (i.e., microbarographs) and a methodology for objectively identifying

mesoscale wave events and wave speed and direction. The methodology is intended to be

used for post-processing in research applications, rather than for real-time or near-real-time

detection of wave events. Similar low-cost sensor networks have been used for detection of

seismic waves (Anthony et al. 2018) and for detecting infrasound waves to monitor fan rotation

speeds in nuclear-reactor cooling towers (Eaton et al. 2022). The former network covered the

area of Oklahoma, and the latter used networks covering the area of a single nuclear reactor. Our

networks of pressure sensors are on the scale of a medium-to-large-sized city or metropolitan

area.

Section 2.2 of this paper describes the pressure sensors used in this study and the data they

provide. Section 2.3 describes the methodology for objectively identifying pressure waves from

the pressure time traces. Section 2.4 provides five examples of events captured by the wave

identification method. Finally, a summary and avenues for future work are discussed in Sect.

2.5.

2.2 Data

2.2.1 Networks of pressure sensors

Pressure sensors were placed in three separate networks: New York City metro area and Long

Island, NY; Raleigh, NC; and Toronto, ON, Canada (Fig. 2.1). Each pressure sensor was either

a Bosch BME280 (Bosch 2022) or a Bosch BMP388 (Bosch 2020) Adafruit breakout board

connected to a Raspberry Pi Zero W single-board computer used to log the data. BME280

sensors measure pressure, temperature, and humidity. BMP388 sensors measure pressure

and temperature. Each pressure sensor costs roughly 50-75 US Dollars, subject to changes in

the cost of Raspberry Pi Zero W units. For context to another low-cost network concept, the

Raspberry Shake 4D seismographs cost a few hundred dollars per unit (Anthony et al. 2018).

The combined sensor and communications package is about the size of a deck of cards. Sensors
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Figure 2.1: Locations of pressure sensor networks. (a) US northeast regional map with the
locations of the Toronto, New York City and Long Island, and Raleigh networks indicated.
Detailed maps of sensor locations in (b) Toronto, (c) New York and Long Island, and (d) Raleigh.
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are connected to the internet and sync their data to a server at North Carolina State University.

Initial testing of the sensors outdoors on patios, in sheltered locations such as garages, and

indoors revealed pressure waves were well resolved in all locations, and it was best practice to

place the sensors indoors to minimize wind contamination in pressure measurements. When

active, each sensor records pressure at 1-second intervals with a roughly 0.8 Pa noise floor

depending on ambient conditions. The sensors synchronize to network time upon startup.

The wave extraction method only depends on relative pressure variations and is not sensitive

to absolute or relative calibration.

To examine the properties of gravity waves which are detectable by these pressure sensors,

we consider an internal gravity wave occurring in an environment with constant background

wind u0 The relationship between the pressure perturbation p ′ and the horizontal velocity

perturbation u ′ associated with the wave is described by Nappo (2002):

p ′ = u ′ρ0(c −u0) (2.1)

whereρ0 is the environmental air density and c is the phase speed of the gravity wave. From

Eq. 2.1, the maximum pressure perturbation p ′max can therefore be related to the maximum

horizontal velocity perturbation u ′max by:

p ′max = u ′maxρ0(|c −u0|) (2.2)

Figure 2.2 shows p ′max values according to Eq. 2.2 at an air density of 1.225 kg m−3 (standard

air density at sea level; American Meteorological Society 2022) for u ′max and |c −u0| values up to

15 m s−1. In order to reliably detect a wave signal, the amplitude likely needs to be substantially

larger than the noise floor.

2.2.2 Operational weather observations

For context, we compare extracted wave signals with available operational weather observa-

tions.

We use Automated Surface Observing Systems (ASOS; NOAA National Centers for Environ-

mental Information 2021a) data including surface temperature, dew point, wind speed and

direction, and additional pressure measurements coincident with wave events. ASOS data are

recorded each minute. For wave events detected in New York and Long Island, we examined

ASOS data from John F. Kennedy International Airport (KJFK) and Long Island MacArthur

Airport (KISP). For wave events detected in Toronto, we examined ASOS data from Buffalo

Niagara International Airport (KBUF) and Niagara Falls International Airport (KIAG).
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Figure 2.2: The maximum pressure perturbation p ′max (hPa) contoured and colored, according
to Eq. 2.2 at an air density ρ0 of 1.225 kg m−3. p ′max is a function of the maximum velocity
perturbation u ′max (m s−1) and absolute value of the difference between the wave phase speed
and background wind speed |c −u0| (m s−1). In panel (a), u ′max and |c −u0| up to 15 m s−1 are
shown. In panel (b), u ′max and |c −u0| up to 3 m s−1 are shown. The color scales differ in panels
(a) and (b).

For one example case in Sect. 2.4.2, we show upper-air radiosonde data from a weather

balloon launched in Buffalo, NY. We obtained data from the Integrated Global Radiosonde

Archive (IGRA; NOAA National Centers for Environmental Information 2021b) and interpolated

to a constant 100-meter resolution. The data include measurements of temperature, dew

point, and winds, from which we calculated wet-bulb temperature, frost point, and saturation

equivalent potential temperature (θ ∗e ). Because radiosondes are typically launched every 12

hours at a limited number of locations, representative radiosonde data are not available for

every case.

We use horizontal maps of data from the US National Weather Service (NWS) WSR-88D

radars (NOAA National Weather Service Radar Operations Center 1991) to show storm features

occurring coincident with wave events in Sect. 2.4.3 and Sect. 2.4.5. Radar reflectivities are

processed following Tomkins et al. (2022) to indicate regions with mixed precipitation in the

scan, by inferring that points with reflectivity above 20 dBZ and dual-polarization correlation

coefficient below 0.97 have mixed precipitation. In maps of radar reflectivity, those regions

with mixed precipitation are then shown in greyscale. Doppler velocity waves are extracted

from radial velocity data following Miller et al. (2022), by calculating the difference in radial

velocity from successive scans, converting those differences to a binary (positive/negative)

field, and filtering out small objects in that binary field.
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2.3 Methods

The methods outlined here for identifying wave events in the pressure time traces are adapted

from the techniques used by Grivet-Talocia and Einaudi (1998) and Grivet-Talocia et al. (1999).

The method uses wavelet transforms to identify wave events in time-wave period (or, equiva-

lently, time-frequency) space. Wavelet transforms are preferable to Fourier transforms for the

purpose of identifying transient waves which are localized in time (Torrence and Compo 1998).

To illustrate the step-by-step procedure, an example corresponding to a gravity wave event on

23 February 2023 in the Toronto pressure network is described in detail.

2.3.1 Identifying wave events in a single sensor

The full pressure time series for a gravity wave event on 23 February 2023 captured by sensor

25 in Toronto is shown in Fig. 2.3a. As an initial pre-processing step, 10-second samples of

pressure (i.e., averages of 10 pressure measurements) are used to smooth out noise and pres-

sure perturbations due to high-frequency turbulent eddies in the data (Fig. 2.3b). Hereafter,

time series labeled as total pressure are the 10-second subsamples of the original pressure

measurements.

A wavelet transform W of a finite energy signal f (t ) (a pressure time series in this study)

can be defined as in (Grivet-Talocia and Einaudi 1998, their Eq. 1):

W (b , a ) =
1

|a |

∫ ∞

−∞
f (t )ψ∗(

t − b

a
)d t (2.3)

where a is the scale (related to the wave period), and b shifts the wavelet in time (t ). ψ∗

represents the mother wavelet. An analytic Morse wavelet was used (e.g., Olhede and Walden

2002; Lilly and Olhede 2012) via the cwt function within MATLAB (Lilly 2021). In this study,

W (b , a )will always refer to the wavelet transform of a pressure time series. The resulting wavelet

transform is an array of complex values in time-scale space. The absolute value of the wavelet

transform |W (b , a )| can be considered the wavelet power at a given time and scale. Figure 2.3c

shows the wavelet power associated with the wave event at sensor 25 on 23 February 2023. In

this study, wave periods between 1 minute and 120 minutes were analyzed, corresponding to

expected periods for mesoscale disturbances.

To objectively identify wave event centers according to wavelet power, a scale-dependent

(i.e., wave-period-dependent) threshold function A(a ) is defined as the mean wavelet power

across all available data for the sensor network by scale, multiplied by a constant K :

A(a ) = K 〈|W (b , a )|〉b (2.4)
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Figure 2.3: Steps in process of identifying an event corresponding to a gravity wave train
passage on 23 Feb 2023 in sensor 25. (a) Original 1-second pressure time series. (b) The 10
s moving average of the pressure time series, with every 10th point kept. (c) Wavelet power
corresponding to the pressure time series in panel (b). (d) Wavelet power normalized by the
mean for each wave period corresponding to the pressure trace, with contours for values of 5
(dashed) and 10 (solid). The event region corresponding to the wave described in the text is
outlined in magenta in panel (d). (e) Time series of the extracted wave event. Wave periods in
panels (c) and (d) are shown on a logarithmic scale. All times are UTC.
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A scale-dependent threshold K is necessary because the ‘background’ wavelet power for a

pressure time series generally increases with scale (e.g., Canavero and Einaudi 1987). Grivet-

Talocia and Einaudi (1998) and Grivet-Talocia et al. (1999) used 2 as an appropriate value for

K . Lower values of K lead to more wave events being detected, which can include potential

artifacts in the pressure time trace. For the present study, a K value of 10 was used to ensure

that only the strongest wave signals were identified (solid contour in Fig. 2.3d). This threshold

can be adjusted, and different applications may warrant different values of K . The mean

wavelet power as a function of wave period is shown for each regional sensor network and for

all networks combined in Fig. 2.4. Event centers were identified as local maxima in wavelet

amplitude which exceed A(a ), which are located at (bmax, amax). In Fig. 2.3, an event center is

located within the solid contour. From the identified event centers, the first iterations of event

regions (Ω′) were identified in time-scale space as connected regions where the wavelet power

exceeds K
2 〈|W (b , a )|〉b , i.e., half of the event center threshold. In Fig.2.3d, Ω′ is represented by

the region within a dashed contour which contains a solid contour.
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Figure 2.4: Mean wavelet power as a function of wave period across the entire data set (purple
curve) and for the individual sensor networks around Toronto, ON, Canada (blue); New York
City and Long Island, NY (red); and Raleigh, NC (yellow).

The watershed transform (Meyer 1994) was used to refine Ω′. Watersheds (i.e., catchment

basins) were identified in the negative wavelet power array −|W (b , a )|. Any watersheds within

Ω′ whose period range was entirely outside the period range of the watershed containing the

event center were removed from the event region Ω′. This step was included to correct cases
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where multiple "peaks" in wavelet power were present within Ω′ at different wave periods, with

a "valley" in wavelet power in between where the wavelet power still exceeded K
2 〈|W (b , a )|〉b ,

which likely represented distinct wave modes and should be considered separate wave events.

Ω′was extended to define the final event regionΩ for each event, first by taking the bounding

box of Ω′ and then by extending the bounding box along the time axis in both directions until

it reaches a local minimum in the wavelet amplitude to ensure that the entire signal of interest

is contained in the event region. This could result in overlapping event regions. Figure 2.3d

shows the wavelet power normalized by the mean wavelet power by scale (|W | / 〈|W |〉b ) for

the 23 February 2023 example in sensor 25, with the outline of the event region overlaid with

the magenta box.

After defining the event region Ω, the wave event trace could then be extracted (i.e., re-

constructed) by inverting the wavelet transform function over the event region Ω. Figure 2.3e

shows the extracted wave event trace for the 23 February 2023 wave event in sensor 25. As in

Grivet-Talocia and Einaudi (1998), wave events were identified and extracted one at a time,

with the extracted wave event subtracted from the pressure trace and the wavelet transform

recalculated at each iteration, until the absolute maximum of |W | / 〈|W |〉b was less than K

(i.e., until no more events are left to be found in the pressure time series).
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Figure 2.5: (a) Part of the synthetic time series of pressure data (blue) with an extracted wave
event (black). This synthetic wave event had a wave period of 2 min and amplitude of ±0.0464
hPa. (b) The wavelet power corresponding to the time series shown in (a). The dashed and
solid contours indicate where the wavelet power is 5 times and 10 times the mean wavelet
power for a given wave period, respectively. (c) The synthetic wave events which were detected
(blue filled circles) and undetected (red X symbols) using our methodology with a K value of
10, as a function of their wave period and amplitude.
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We tested the method of detecting wave events in a single sensor using synthetic pressure

data. The synthetic time series of pressure is created by an initial constant pressure value (which

is randomly chosen from a normal distribution with mean 1000 hPa and standard deviation 2

hPa). We then added normally distributed random noise centered on 0 with standard deviation

equal to the noise floor (0.008 hPa). Finally, we added 105 pre-defined wave events, which

consist of sine waves of period ranging from 2 min to 120 min and maximum amplitude ranging

from ±0.01 hPa to ±1 hPa. Each set of sine waves lasts for 2 hours, with a 12 minute ramp-up

and ramp-down period at the start and end of those 2 hours in which the amplitude increases

and decreases linearly, respectively. One of these synthetic wave events is shown in Fig. 2.5a.

Using the 〈|W (b , a )|〉b values shown in Fig. 2.4 and a K value of 10, 52 of the 105 synthetic wave

events were detected, with no false-positive event detections (Fig. 2.5c). The weakest detected

synthetic wave event had an amplitude of ±0.0464 hPa (or 0.0928 from peak to trough) and a

wave period of 2 min (shown in Fig. 2.5a). Lower values of K do lead to more wave events being

detected, with few false positives. The K = 2 used by Grivet-Talocia and Einaudi (1998) results

in 86 of the 105 wave events being detected with only one false positive. However, this exercise

likely fails to capture the full extent of noise and the interference of many signals present in real

pressure data. Lower values of K can result in more weak pressure wave events being detected,

which may be "real" at a single sensor location, but these may then be erroneously paired with

other weak pressure wave events at other sensor locations using the methods described in the

proceeding sections. Therefore, we will use K = 10 to detect and track pressure wave events

across the networks of sensors.

2.3.2 Matching corresponding wave events between multiple sensors

Once wave events were identified for each sensor individually, the following steps were taken

to identify coherent wave events across multiple sensors. For this purpose, the terms primary

sensor (denoted by i) and secondary sensor (denoted by j) will be used to describe a pair of

sensors for which events are identified and paired together.

For each event in the primary sensor pressure trace, events in the secondary sensor pressure

trace that occurred within 2 hours of that primary sensor event (i.e., with a gap between the

end of the event in one sensor and the start of the event in the other sensor not exceeding 2

hours) were considered "candidate" events to match with the primary sensor event. This 2

hour threshold is subjective, and it affects the range of speeds of wave events which can be

detected. The threshold can be altered depending on the distances between pressure sensors

and the desired application. For example, the largest distance between any two sensors in the

three networks is that between sensors 012 and 027 (136 km apart, Fig. 2.1). A wave feature
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Figure 2.6: Extracted waveforms corresponding to the gravity wave train on 23 Feb, 2023 for
sensors 25 (a), 04 (b), 23 (c), 24 (d), and 34 (e). In (b), (c), (d), and (e), brown lines show the
extracted wave event with no time shift, and black lines show the extracted wave event shifted
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the event in sensor 25 (time shift and correlation coefficients are shown in subplot titles). All
times are UTC.

22



propagating at 18.9 m s−1 would take 2 hours to propagate that distance. However, wave features

propagating at an angle could be slower and propagate over both sensors within 2 hours, and

as long as pressure sensors in between those two most distant sensors capture the event, the

following processing technique will allow those sensors to bridge the gap even if the event

takes longer than 2 hours to propagate across the distance between those sensors. Thus, 18.9

m s−1 is a conservative estimate of the minimum phase speed required for this methodology to

track a wave event. Candidate matching events in the secondary sensor trace had to have a

center period which was within the primary sensor event period range, and vice versa. Then,

for each candidate matching event in the secondary sensor trace, the event waveforms are

reconstructed by inverting the wavelet transform over the event region for both sensors. Figure

2.6 shows the extracted waveform for the 23 February 2023 event in sensor 25 and the same

wave passage in sensors 04, 23, 24, and 34. The time lag estimate for the wave passage between

sensors is∆topt , the time lag which maximizes the cross-correlation function Cij(∆t ):

Cij(∆t ) =
1

||pi || ||pj ||

∫

pi (t )pj (t +∆t )dt (2.5)

where pi (t ) and pj (t ) are the extracted waveforms for the events in the primary and secondary

sensor, respectively. The black lines and subfigure titles in Fig. 2.6 show the optimal shift in

the extracted waveforms for sensors 04, 23, 24, and 34 to maximize Cij to sensor 25 for the

23 February 2023 example. The match to the primary sensor event is the candidate event

with the highest maximized cross-correlation to the primary sensor event. If the maximized

cross-correlation exceeded 0.65, and the same pair of matched events results from switching

the primary and secondary sensors (i.e., the event is matched two ways), the event from sensor

i and the event from sensor j are paired together. Switching the primary and secondary sensors

is necessary to avoid instances where multiple events in one sensor are matched with the same

event in another sensor. This can occur, for example, when a set of waves manifests as one

event in one sensor and multiple (separate) events in another sensor.

The process of matching events between sensors described above was repeated for each

possible combination (within a sensor network) of primary and secondary sensors in order

to obtain the full set of lag times between each pair of sensors which captured each event. In

other words, N 2 pairs of sensors, order-dependent, were analyzed, where N is the number of

sensors in the network with data at a given time. Then, each event in each sensor was assigned

an ID based on which other sensors had a matching event in order to track events across three

or more sensors. This process required iterating through each sensor in a network. Each event

in the first sensor was assigned a new (i.e., arbitrary) ID. For each subsequent sensor sc , events

with no two-way matches in any prior sensor were also given new IDs. If there were two-way
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matches with an event in one or more prior sensor(s), the event in the sensor sc would share

the ID assigned to the matched event in the prior sensor. If there were multiple prior sensors

with matched events and those events had different IDs, the ID associated with the higher

maximized cross-correlation between the event traces was assigned to the event in sensor sc .

If this process results in multiple events in sensor sc sharing the same event ID D, the event in

sensor sc associated with the highest maximized cross-correlation with any one prior sensor for

an event with event ID D is assigned event ID D, and the previously outlined steps are repeated

for the other event(s) in sensor sc , with event ID D and associated sensors excluded.

The result of this process is a set of events with associated ID numbers for every sensor in

the network. For a single sensor, each event has a unique ID. For each ID number that appeared

in at least three sensors, the wave phase velocity vector was calculated using the set of lag times

between each pair of sensors which captured the event.

2.3.3 Estimating wave phase velocity vector

Once sets of matched events were identified, the wave propagation velocities (two-dimensional

vectors) could be estimated for events which occurred in three or more sensors. It is hypothe-

sized for each wave event that a plane wave crosses the sensor network with slowness vector

s⃗ = (sx , sy ), where sx and sy are the inverses of the x- and y-components of the wave propaga-

tion vector (in s m−1), respectively. s⃗ can be solved for from the following equation (Del Pezzo

and Giudicepietro 2002):

t⃗ = s⃗ ·∆x∆x∆x (2.6)

where t⃗ is the column vector of the ∆topt values for each possible pair of sensors which

captured the event, and ∆x∆x∆x is the two-column matrix of the x- and y-components of the

distance vector between each pair of sensors which captured the event. t⃗ and∆x∆x∆x each have

Ns (Ns −1)/2 rows, where Ns is the number of sensors which captured the event. Equation 2.6

can be considered an overdetermined system of Ns (Ns −1)/2 linear equations, as long as Ns ≥ 3,

and is solved for s⃗ by a least squares approach represented by:

s⃗ = (∆x∆x∆x T∆x∆x∆x )−1∆x∆x∆x T t⃗ (2.7)

where superscript T indicates the transpose of a matrix (Del Pezzo and Giudicepietro 2002).

Once sx and sy are solved for, they can be inverted to obtain the wave phase velocity

components, cx and cy , respectively. Additionally, the modeled delay times t⃗m can be calculated

by solving Eq. 2.6 for t⃗ . From t⃗m , we estimate the model error using root mean square error
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(RMSE) and normalized root mean square error (NRMSE):

RMSE =

√

√

√

∑Ns (Ns−1)/2
i=1 (tm ,i − ti )2

Ns (Ns −1)/2
(2.8)

NRMSE =

√

√

√

√

∑Ns (Ns−1)/2
i=1 (tm ,i − ti )2
∑Ns (Ns−1)/2

i=1 (ti )2
(2.9)

Events with sufficiently small RMSE and NRMSE in the modeled delay times can be consid-

ered "trackable" events in that there is higher confidence in the wave velocity estimates for

those events. After processing multiple years of data from the Toronto and New York pressure

sensor networks and analyzing the resulting RMSE and NRMSE distributions, it was found that

a maximum RMSE threshold of 90 s and a maximum NRMSE threshold of 0.1 are reasonable to

consider a wave event trackable.

Additionally, we require that wave events be captured by at least 4 sensors to be considered

trackable. While the slowness vector and corresponding error metrics can be calculated for

events captured by only 3 sensors, the calculation is less constrained because there are only 3

delay times∆topt in the calculation (compared to 6 delay times for events captured by 4 sensors,

10 delay times for events captured by 5 sensors, etc.). The result is that events captured by

only 3 sensors can have small RMSE and NRMSE by chance much more easily than events

captured by 4 or more sensors. For each robust and trackable wave event, the mean amplitude

was calculated by averaging the difference between the maximum and minimum values in the

extracted event trace for each sensor which captured the event. The center period for the event

was calculated as the mean of the wave period corresponding to bmax for each sensor which

captured the event.

2.4 Pressure disturbance examples

It is especially useful to have examples of wave events where other observational sources

constrain the wave phase speed and direction. We discuss the following examples in this

section, some of which have corroborating information on the wave phase speed and/or

direction. The Lamb waves caused by the Hunga Tonga-Hunga Ha’apai volcanic eruption in

January 2022 represent a case where the origin of the waves is known and the phase speed

is known as a function of air temperature (Amores et al. 2022). A gravity wave train which

passed over Toronto on 25 February 2022 occurred coincident with a surface cyclone 100 km

distant but in local conditions of sparse radar echo. A wave event on 4 February 2022 is a case
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associated with an outflow boundary clearly captured by Doppler radar data from the WSR-

88D radar located in Upton, NY. In another example, waves coincided with a cold front which

passed over Toronto on 15 November 2020. The cold front’s associated narrow rain band and

Doppler velocity wave (Miller et al. 2022) can be identified in WSR-88D radar data from Buffalo,

NY. We also describe a wake low associated with a long-lived mesoscale convective system

(MCS) which passed over Long Island on 14 September 2021. These events were each manually

chosen after roughly 40 months of pressure data were processed. The gravity wave train on 25

February 2022 and cold front example on 15 November 2020 are not unusual; several other

gravity wave trains and pressure jumps due to cold front passages were found. The other three

example cases are atypical events, however. It is extremely rare to detect a pressure signal due

to a volcanic eruption several thousand km away. While other outflow boundaries were found

to produce detectable pressure waves, the case on 4 February 2022 was unusual in terms of the

time of year when it occurred (most other pressure waves associated with outflow boundary

passages occurred during the warm season) and the radar signature. The wake low detected

on 14 September 2021 was the only wake low event detected by our pressure sensor network.

2.4.1 15-17 January 2022: Hunga Tonga-Hunga Ha’apai eruption and Lamb

wave

On 14-15 January, 2022, large eruptions occurred at the Hunga Tonga volcano in the south

Pacific Ocean which produced ash plumes reaching the mesosphere and a series of shock

waves. A particularly violent, submarine eruption occurred at around 0400 UTC 15 January

(Global Volcanism Program 2022). Satellite data suggest that the ash plume associated with this

eruption reached as high as 57 km a.s.l. (Carr et al. 2022; Proud et al. 2022) and contained roughly

400 million kg of sulfur dioxide. Damaging tsunami waves due to the eruption were observed

as far as Peru (Global Volcanism Program 2022). Subsequent analyses of the atmospheric

pressure waves from the eruption have classified the pressure wave observed far from the

source eruption as a Lamb wave (e.g., Amores et al. 2022). This Lamb wave has been the subject

of several studies and media reports since the time of the eruption (e.g., Amores et al. 2022;

Adam 2022; Burt 2022; Bhatia and Fountain 2022; Vergoz et al. 2022). The pressure signal

associated with the Lamb wave was observed to circle the Earth several times with estimated

phase speeds exceeding 100 m s−1 (Adam 2022; Burt 2022; Vergoz et al. 2022).

To identify and characterize the pressure waves from this event, we combined the three

regional sensor networks (Fig. 2.1) to effectively create an array of 18 sensors which were

active at the time of the Lamb wave passages. Table 2.1 summarizes events identified during

this period which meet the robust event criteria outlined in the methods (captured by at
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Table 2.1: Summary of 5 wave events associated with the Hunga Tonga-Hunga Ha’apai erup-
tion Lamb waves in January 2022. Wave events were subset to those with mean cross-correlation
above 0.75, modeled delay time RMSE below 90 s, and modeled delay time NRMSE below 0.1.
The start times shown are the earliest among sensors which captured a given event, and end
times shown are the latest among sensors which captured a given event. Center wave periods
and amplitudes are averaged across the sensors which captured a given event. The first 3 events
shown [Outbound (i), (ii), and (iii)] are events associated with the initial outbound set of Lamb
waves, and the last 2 events shown [Rebound (i) and (ii)] are events associated with the initial
rebound set of Lamb waves.

Outbound Rebound
(i) (ii) (iii) (i) (ii)

Event Start 1509 1/15 1532 1/15 1606 1/15 0356 1/16 0652 1/16
UTC

Event End 1631 1/15 1619 1/15 1714 1/15 0823 1/16 0729 1/16
UTC

Wave Period 01:19 01:19 01:05 11:25 06:37
mm:ss

Mean Amplitude 0.30 0.13 0.07 2.43 0.36
hPa

Ns e n s o r s 4 7 7 14 7
Mean Cross-Correlation 0.83 0.84 0.77 0.89 0.97

Phase Speed 326.6 237.5 178.9 292.1 290.4
m s−1

Phase Direction 64.2 93.1 56.8 261.9 262.0
Degrees CW from N

RMSE 1.04 25.19 74.19 17.90 8.21
s

NRMSE 0.015 0.023 0.035 0.014 0.043

least 4 sensors, RMSE ≤ 90 s, and NRMSE ≤ 0.1), in addition to having a mean optimal cross-

correlation between the extracted event traces exceeding 0.75. The initial outbound (traveling

from Tonga to the antipode location in Algeria) waves manifested as 3 separate detected events

between 1509 and 1714 UTC 15 January, each with high wave frequencies (i.e., low wave periods

barely over 1 minute) and low amplitudes (up to 0.3 hPa). The earliest, and strongest, of these

events had a phase speed of 326.6 m s−1 and direction of 64.2◦ (i.e., to the east-northeast). The

subsequent rebound (traveling from the antipode location to Tonga) waves were detected as

2 separate events between 0356 and 0729 UTC 16 January. The rebound waves had a much

higher amplitude (roughly 2.4 hPa) and lower wave frequency (i.e., longer wave periods on the

order of roughly 10 minutes) than the outbound waves (Fig. 2.7). The earliest rebound wave
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Figure 2.7: Pressure traces and extracted waveforms for two events associated with the Lamb
waves caused by the Hunga Tonga-Hunga Ta’apai eruption on 15 Jan 2022. Extracted waveforms
(black lines) are overlaid on the total pressure time series (blue lines). (a) the Outbound (ii)
wave event propagating from Tonga toward the antipode location in Algeria in Sensor 02 (Table
2.1, column 3). (b) the Rebound (ii) wave event propagating from the antipode location to
Tonga in Sensor 18 (Table 2.1, column 6). All times are UTC.

event had a phase speed of 292.1 m s−1 and direction of 261.9◦ (i.e., to the west-southwest). Our

networks captured the initial outbound waves from Tonga to the antipode at Algeria [Outbound

(i), (ii), and (iii) in Table 2.1] and the first rebound waves back from Algeria [Rebound (i) and

(ii) in Table 2.1]. Subsequent reverberations of the Lamb waves were not trackable with our

sensors and methods by the above criteria due to a combination of the low amplitudes, high

frequency, and large phase speeds confounding the process of approximating delay times

between sensors (an issue also described by Grivet-Talocia and Einaudi 1998).

2.4.2 25 February 2022: Gravity wave train over Toronto

Four pressure sensors in Toronto were used to detect and track a series of pressure oscillations

between 0816 and 1359 UTC on 25 February 2022, with a particularly large pressure peak near

1000 UTC (Fig. 2.8). The mean amplitude of the event across the 4 sensors was 2.1 hPa, and
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Events corresponding to event at 25-Feb-2022 10:23:14 in EA_PiZero_004

Figure 2.8: Pressure traces and extracted waveforms for the 25 Feb 2022 wave event in sensors
(a) 04, (b) 24, (c) 26, and (d) 34. Extracted waveforms (black lines) are overlaid on the total pres-
sure time series (blue lines). All times are UTC. Cross-correlations and lag times are indicated
relative to sensor 04. Cross-correlations are computed for each variation of pairs of sensors
(not shown).

the wave train was estimated to propagate at 45.4 m s−1 at 73◦ (i.e., to the east-northeast). The

center wave period was 00:20:22. At this time a mature surface cyclone was located roughly 100

km to the south of Toronto. Linear bands of reflectivity were identified in WSR-88D radar data

from Buffalo, NY, in the hours leading up to the detected pressure waves, but between 0900

UTC and 1200 UTC there was only sparse radar echo over the Toronto area. Between 1230 and

1430 UTC there was radar echo across the Toronto area, and a set of Doppler velocity waves

was identified from the WSR-88D data using the methods in Miller et al. (2022). Those Doppler

velocity waves appeared to propagate toward the northeast, in roughly the same direction as

the detected pressure waves (Video supplement Animation-Figure-S2.01).

The nearest available sounding during the duration of the wave event appeared to indicate

adequate environmental conditions for gravity wave ducting (Lindzen and Tung 1976; Koch

and O’Handley 1997). The sounding from Buffalo, NY, valid at 1200 UTC on 25 Feb 2022, shows a

temperature inversion roughly 2 km deep (Fig. 2.9), which serves as the "ducting layer" directly

above a shallow boundary layer. A moist neutral or conditionally unstable layer (indicated

by near-zero or negative values of the vertical gradient in equivalent saturation potential

temperature) was above this inversion extending to around 4500 m MSL and serves as the
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Figure 2.9: Upper air sounding data from Buffalo, NY, valid for 1200 UTC 25 Feb 2022. (a) Dry
bulb temperature (blue), dew point (orange), wet bulb temperature (green), and frost point
(red) profiles (all in ◦C). (b) Equivalent saturation potential temperature (θ ∗e ) profile (black
line, K) overlaid on the vertical gradient in θ ∗e (K km−1). Positive values (blue) of the vertical
gradient in θ ∗e indicate absolute stability, while negative values (red) indicate conditional or
absolute instability. (c) Horizontal wind profile (barbs, kts; colored according to wind speed).
Annotation indicates the vertical extents of a ducting layer and a trapping layer according to
the gravity wave duct criteria described by Lindzen and Tung (1976) and Koch and O’Handley
(1997).
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"trapping layer" in Fig. 2.9. The sharp change in stability between the inversion layer and

conditionally unstable layer at roughly 2800 m MSL could serve as a reflector of gravity wave

energy. The apparent presence of a gravity wave duct during the detected pressure wave event

raises confidence that the pressure waves were gravity waves.

2.4.3 4 February 2022: Outflow pressure jump and subsequent oscillations

over Long Island
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Events corresponding to event at 04-Feb-2022 18:52:14 in eapizero021

Figure 2.10: As in Fig. 2.8, but for the 04 Feb 2022 wave event in sensors (a) 21, (b) 22, (c) 11, (d)
14, and (e) 20, with cross-correlations and lag times indicated relative to sensors 21. Extracted
waveforms (black lines) are overlaid on the total pressure time series (blue lines).

Between 1730 and 1900 UTC on 4 February 2022, an event with amplitude of roughly 1.8

hPa was detected by five pressure sensors in the New York City metro area and Long Island.
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(a) (b)

KISP KISP

Figure 2.11: (a) Reflectivity and (b) Doppler velocity wave detection for NWS WSR-88D radar
data from Upton, NY, at 0.5◦ tilt, at 1920 UTC on 4 Feb 2022. In (a), reflectivity values are shown
in greyscale where there is likely enhancement due to melting (Tomkins et al. 2022). Filled
blue circles indicate locations of pressure sensors which captured the wave event described
in Sect. 2.4.3, and unfilled blue circles indicate locations of pressure sensors which did not
capture the wave event. Filled green circle indicates location of Islip, NY, ASOS station (KISP).
An animation of this figure showing the time sequence from 1541 to 2130 UTC is in Video
supplement Animation-Figure-S2.02.

This event was a positive jump in pressure followed, to varying degrees in each sensor, by

weak oscillations in the pressure trace (Fig. 2.10). Prior to the jump in pressure, there had

been a decreasing trend in the pressure traces for several hours. At the same time, WSR-88D

weather radar data from Upton, NY, showed widespread precipitation echo over Long Island. A

wave feature was apparent in the Doppler radial velocity data, which could also be identified

following the methods of Miller et al. (2022) (Fig. 2.11 and Video supplement Animation-Figure-

S2.02). This wave event had a phase speed of 21.1 m s−1 and direction of 118.2◦ clockwise from

north (i.e., southeastward). The values are consistent with the radar-detected Doppler velocity

wave feature (Video supplement Animation-Figure-S2.02).

Operational one-minute Automated Surface Observing System (ASOS) data (Fig. 2.12a) also

recorded a jump in the surface pressure of nearly 2 hPa. Near the time of this jump, there was

also a peak in the wind speed and gusts, along with a brief shift in the wind direction from

north-northeasterly to north-northwesterly (Fig. 2.12b). These features, along with the modest

decrease in the temperature (Fig. 2.12a), are consistent with a convective outflow boundary

(i.e., gust front). A "fine line" can be seen in WSR-88D reflectivity data at roughly the same

location as the wave, which further suggests that a convective outflow was responsible for the
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1-Min ASOS Data from KISP
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Figure 2.12: Time series of one-minute ASOS data from Islip, NY (KISP), on 4 February 2022. (a)
Temperature (purple) dew point (red), and pressure (blue). (b) Wind speed (orange), wind gust
speed (red), and wind direction in degrees clockwise from northerly (yellow). Wind direction is
not plotted when it changes by more than 180◦ in consecutive observations (e.g., when crossing
0◦ or 360◦) or when the wind speed is below 1.5 m s−1. All times are UTC.

pressure rise (Fig. 2.11 and Video supplement Animation-Figure-S2.02).

2.4.4 15 November 2020: Cold front passage over Toronto

A robust and trackable wave event was detected by five pressure sensors in Toronto coincident

with a cold front passage at roughly 2000 UTC on 15 November 2020. The pressure steadily

dropped in the hours leading up to the frontal passage before abruptly rising 1-2 hPa as the

cold air mass arrived. The pressure then dropped roughly 1 hPa about 30 min later. Some

sensors recorded oscillations in the pressure trace embedded within the gradual pressure rise

in the proceeding hours (Fig. 2.13). One-minute ASOS data from Buffalo, NY, also captured the

pressure jump at roughly the same time as the temperature and dew point drop indicating the

cold front passage (Fig. 2.14).

The pressure wave event for the cold front passage had an estimated phase speed of 27.5

m s−1 at 65◦ (i.e., to the east-northeast), a mean amplitude of 1.8 hPa, and a center wave period

of 00:02:08. WSR-88D radar data from Buffalo, NY, show a narrow band of high reflectivity and
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Figure 2.13: As in Fig. 2.8, but for the 15 Nov 2020 wave event in sensors (a) 34, (b) 04, (c) 24, (d)
25, and (e) 25, with cross-correlations and lag times indicated relative to sensor 34. Extracted
waveforms (black lines) are overlaid on the total pressure time series (blue lines).

a Doppler velocity wave (identified following the methods in Miller et al. 2022) associated with

the cold front advancing over Toronto at roughly 2000 UTC at a speed and direction consistent

with the pressure wave (Video supplement Animation-Figure-S2.03).

2.4.5 14 September 2021: Wake low associated with a mesocale convective

system

Between 0300 and 0400 UTC on 14 September 2021, a pressure drop of roughly 5 hPa and

subsequent recovery occurred at four of the pressure sensors in New York City metro area

and Long Island network (Fig. 2.15). This was detected as a wave event with an estimated

propagation speed of 20.6 m s−1 and propagation direction of 67.5◦ (i.e., to the east-northeast).

ASOS data from Islip, NY (KISP; Fig. 2.16), and other stations in the area (not shown) also

recorded the pressure minimum. This wave event occurred near the time of a mesoscale
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1-Min ASOS Data from KBUF
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Figure 2.14: Time series of one-minute ASOS data from Buffalo, NY (KBUF), on 15 November
2020. (a) Temperature (purple) dew point (red), and pressure (blue). (b) Wind speed (orange),
wind gust speed (red), and wind direction in degrees clockwise from northerly (yellow). Wind
direction is not plotted when it changes by more than 180◦ in consecutive observations (e.g.,
when crossing 0◦ or 360◦) or when the wind speed is below 1.5 m s−1. All times are UTC.

convective system (MCS) passage over Long Island as indicated by reflectivity data from the

WSR-88D radar in Upton, NY (Fig. 2.17 and Video supplement Animation-Figure-S2.04). In

addition to the precipitation echo associated with the MCS translating from northwest to

southeast, there was also a stationary region of weak echo with low dual-polarization correlation

coefficient (shown in greyscale following Tomkins et al. 2022) in the vicinity of the radar.

The stationary weak echo was likely non-meteorological and due to either birds or insects.

The precipitation echo appears to be entirely past KISP by 0342 UTC (Fig. 2.17c and Video

supplement Animation-Figure-S2.04), which is roughly the same time as the minimum pressure

at KISP (Fig. 2.16a).

This pressure minimum appears to be consistent with a wake low, associated with subsi-

dence heating in the rear inflow jet (Markowski and Richardson 2010; Johnson and Hamilton

1988). The subsidence heating does not necessarily lead to warming at the surface, which was

not observed in the ASOS data (Fig. 2.16a), but decreased air density aloft due to warming will

still lead to a surface pressure decrease. Markowski and Richardson (2010) also note that a

property of wake lows associated with a translating squall line is that the center of convergence
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Figure 2.15: As in Fig. 2.8, but for the 14 Sep 2021 wave event in sensors (a) 21, (b) 27, (c)
14, and (d) 18, with cross-correlations and lag times indicated relative to sensor 21. Extracted
waveforms (black lines) are overlaid on the total pressure time series (blue lines).

due to the wake low does not perfectly align with the center of the wake low. Rather, the con-

vergence center slightly lags behind the wake low center. In the 14 September 2021 example,

the ASOS time series data have a wind speed minimum co-occurring with a shift in the wind

direction from near 100◦ (east-southeasterly) to near 280◦ (west-northwesterly) which can be

interpreted as the convergence maximum (Fig. 2.16b). This convergence maximum occurs

slightly after the pressure minimum associated with the wake low (Fig. 2.16a), consistent with

the Markowski and Richardson (2010) description.

2.5 Discussion and Summary

In this study, a wavelet-based method was used to identify wave events in time series pressure

data from networks of high precision sensors (0.8 Pa noise floor) recording the pressure every

second. In addition to identifying wave events in each sensor individually, the delay times in

wave passage among sensors in a given network were used to determine the direction of wave

propagation and phase velocity. The methods shown are intended mainly for post-processing

of pressure data for research applications, and not for real time, operational use. A benefit to

this method is that it can be fully automated to detect wave events across many months of

data, and we have made the processing code openly available (Allen and Miller 2023).
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1-Min ASOS Data from KISP
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Figure 2.16: Time series of one-minute ASOS data from Islip, NY (KISP), on 14 September
2021. (a) Temperature (purple) dew point (red), and pressure (blue). (b) Wind speed (orange),
wind gust speed (red), and wind direction in degrees clockwise from northerly (yellow). Wind
direction is not plotted when it changes by more than 180◦ in consecutive observations (e.g.,
when crossing 0◦ or 360◦) or when the wind speed is below 1.5 m s−1. All times are UTC.

Overall, the method was most successful at tracking pressure wave events with relatively

large amplitudes (on the order of 0.3 hPa or more) and longer periods (i.e., lower frequencies;

on the order of 5 minutes or more). Low-amplitude, high-frequency waves likely propagated

across the sensor networks many times, but these waves were difficult to reconstruct, due to

their wavelet signal being weaker, and to track, due to aliasing of the waveform conflating

the time lag estimates between sensors. We use a rather strict criteria for detecting a wave

event in a given sensor; the peak wavelet power must exceed 10 times the mean value for a

given wave period (i.e., K = 10; eq. 2.4). Grivet-Talocia and Einaudi (1998) also used wavelet

analysis to detect pressure waves with a scale dependent threshold; their K value was only 2.

Therefore, many wave events detected using our criteria will be relatively high amplitude (on

the order of 1 hPa or more), including most examples shown in Sect. 2.4. Depending on the

desired application, this threshold and the other thresholds used in the wave detection can be

adjusted.

Environmental factors can influence whether or not a given gravity wave is detected by our

surface pressure sensors. Gravity waves aloft will not always produce a detectable pressure
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(a)

(d)(c)

(b)

KISP KISP

KISP KISP

Figure 2.17: Maps of radar reflectivity at 0.5◦ tilt from the NWS WSR-88D radar in Upton,
NY, on 14 September 2021. Reflectivity values in color show meteorological echo and those
are shown in greyscale are likely non-meteorological echo such as insects and birds in this
case (Tomkins et al. 2022). Filled blue circles indicate the locations of pressure sensors which
captured the wave event described in Sect. 2.4.5, and unfilled blue circles indicate the locations
of pressure sensors which did not capture the wave event. Filled green circle indicates the
location of the Islip, NY, ASOS station (KISP). The sequence of images from (a) 0303 UTC, (b)
0323 UTC, (c) 0342 UTC, and (d) 0402 UTC shows the southeastward movement of region of
convective cells > 40 dBZ from closer to further off the southern coast of Long Island. The
wake low is inferred to be near the trailing edge of the weaker stratiform precipitation region
behind (west of) the convective cells. The minimum pressure at KISP associated with the wake
low occurred near the time of the scan shown in (c). An animated version of this figure, with
Doppler velocity wave detection, is shown in Video supplement Animation-Figure-S2.03.
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signal at the surface, for example if the planetary boundary layer is neutral or unstable (e.g.,

Kjelaas et al. 1974). Another possible limitation is that in their current network deployments

the pressure sensors are too far apart to track highly localized disturbances, particularly for the

New York City/Long Island sensor network. Our method may not always properly track waves

which are modified by local conditions (which may alter their amplitude, frequency, and/or

phase velocity) as they propagate across the sensor network. Future work will examine data

from networks of pressure sensors a few km to a few m apart and the degree to which signals

associated with waves in shallow marine clouds are detectable with these sensors.

Deployment of networks of low-cost, high-precision sensors opens myriad opportunities

for monitoring the direction and speed of gravity waves that have not been previously avail-

able with conventional pressure sensors on operational weather stations due to their longer

measurement interval and larger station spacing. A forthcoming publication will describe a 3+

year climatology of wave events detected by the pressure sensors deployed in New York and

Toronto and address hypotheses regarding the relationship between gravity waves and local

enhancements in snowfall rate within winter storms (i.e., snow bands). There are observational

case studies demonstrating this connection (e.g., Bosart et al. 1998; Gaffin et al. 2003), but a

multi-year data set with continuously-monitoring pressure sensors in context of radar data

will enable a more comprehensive examination of the co-occurrence, or lack thereof, of gravity

waves with snow bands across many winter storms.

Video supplement All animations can be viewed at: https://doi.org/10.5446/s_1476.

Individual animations can be viewed by following the DOI URL.

Animation-Figure-S2.01: Animated maps of (a) reflectivity and (b) Doppler velocity wave

detection for NWS WSR-88D radar data from Buffalo, NY, at 0.5◦ tilt, from 0706 UTC to 1457

UTC on 25 Feb 2022. In (a), reflectivity values are shown in greyscale when there is likely

enhancement due to melting (Tomkins et al. 2022). Filled blue circles indicate locations of

pressure sensors which captured the wave event described in Sect. 2.4.2, and unfilled blue

circles indicate locations of pressure sensors which did not capture the wave event. Title: 25

Feb 2022 KBUF Reflectivity and Doppler Velocity Waves. https://doi.org/10.5446/62539
(Allen et al. 2023d).

Animation-Figure-S2.02: Animated maps of (a) reflectivity and (b) Doppler velocity wave

detection for NWS WSR-88D radar data from Upton, NY, at 0.5◦ tilt, from 1541 UTC to 2129 UTC

on 4 Feb 2022. In (a), reflectivity values are shown in greyscale when there is likely enhancement

due to melting (Tomkins et al. 2022). Filled blue circles indicate locations of pressure sensors

which captured the wave event described in Sect. 2.4.3, and unfilled blue circles indicate

locations of pressure sensors which did not capture the wave event. Goes with Fig. 2.11. Title: 04
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Feb 2022 KOKX Reflectivity and Doppler Velocity Waves. https://doi.org/10.5446/62540
(Allen et al. 2023a).

Animation-Figure-S2.03: Animated maps of (a) reflectivity and (b) Doppler velocity wave

detection for NWS WSR-88D radar data from Buffalo, NY, at 0.5◦ tilt, from 1805 UTC to 2324

UTC on 15 Nov 2020. In (a), reflectivity values are shown in greyscale when there is likely

enhancement due to melting (Tomkins et al. 2022). Filled blue circles indicate locations of

pressure sensors which captured the wave event described in Sect. 2.4.4, and unfilled blue

circles indicate locations of pressure sensors which did not capture the wave event. Title: 15

Nov 2020 KBUF Reflectivity and Doppler Velocity Waves.https://doi.org/10.5446/62541
(Allen et al. 2023c).

Animation-Figure-S2.04: Animated maps of (a) reflectivity and (b) Doppler velocity wave

detection for NWS WSR-88D radar data from Upton, NY, at 0.5◦ tilt, from 0003 UTC to 0727

UTC on 14 Sep 2021. In (a), reflectivity values are shown in greyscale when there is likely

enhancement due to melting (Tomkins et al. 2022). Filled blue circles indicate locations of

pressure sensors which captured the wave event described in Sect. 2.4.5, and unfilled blue

circles indicate locations of pressure sensors which did not capture the wave event. This

animation goes with Fig. 2.17. Title: 14 Sep 2021 KOKX Reflectivity and Doppler Velocity Waves.

https://doi.org/10.5446/62542 (Allen et al. 2023b).

Code and data availability Data: The pressure time series data used throughout this pub-

lication can be found at https://doi.org/10.5281/zenodo.8136536 (Miller and Allen

2023). The NWS NEXRAD Level-II data used in Figs. 2.11 and 2.17 can be accessed from

the National Centers for Environmental Information (NCEI) at https://www.ncei.noaa.
gov/products/radar/next-generation-weather-radar (NOAA National Weather Ser-

vice Radar Operations Center 1991). The NWS ASOS surface station data used to create Figs.

2.12 and 2.16 can be accessed from NCEI at https://www.ncei.noaa.gov/products/
land-based-station/automated-surface-weather-observing-systems (NOAA Na-

tional Centers for Environmental Information 2021a). The radiosonde data used to create Fig.

2.9 can be accessed from NCEI athttps://www.ncei.noaa.gov/products/weather-balloon/
integrated-global-radiosonde-archive (NOAA National Centers for Environmental In-

formation 2021b).

Code: The code used for processing the pressure time series data can be found at https:
//doi.org/10.5281/zenodo.10150876 (Allen and Miller 2023).
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CHAPTER

3

OBJECTIVELY IDENTIFIED MESOSCALE

SURFACE AIR PRESSURE WAVES IN THE

CONTEXT OF WINTER STORM

ENVIRONMENTS AND RADAR

REFLECTIVITY FEATURES: A 3+ YEAR

ANALYSIS

This chapter will be submitted to Atmospheric Chemistry and Physics. This chapter builds on

the work in Chapter 2, so the pressure wave detection methods described in Sect. 3.2.1 will be

repetitive.

Citation Allen, Luke R., S. E. Yuter, M. A. Miller, L. M. Tomkins, 2024: Objectively identified

mesoscale surface air pressure waves in the context of winter storm environments and radar

reflectivity features: a 3+ year analysis. Atmospheric Chemistry and Physics, in prep.
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Abstract Atmospheric gravity waves (i.e., buoyancy waves) can occur within stable layers

when vertical oscillations are triggered by localized heating, flow over terrain, or imbalances

in upper level flow. Case studies of winter storms have associated gravity waves with heavier

surface snowfall, but the representativeness of those findings for settings without orographic

precipitation has not been previously addressed.

To detect gravity waves, we deployed networks of high precision pressure sensors from

January 2020 to April 2023 in and around Toronto, ON, Canada, and New York, NY, USA, two

regions without strong topographic forcing. Pressure wave events were identified when at

least 4 sensors in a network detected propagating pressure waves with wave periods ≤ 67 min,

wavelengths≤ 170 km, and amplitudes≥ 0.45 hPa. We detected 33 pressure wave events across

40 months of data, of which 23 were gravity waves and the rest were frontal passages, outflow

boundary passages, or a wake low.

Reanalysis model output and operational weather observations provided environmental

context for each gravity wave event. Consistent with previous work, most gravity wave events

occurred with strong upper-level flow imbalance to the south or west of their location. Of the

79 winter storms with snow that occurred over our 40 months of observations, only 6 had

detectable gravity waves. For New York City, the typical offshore cyclone low center track means
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the metro area is usually in a location where gravity waves are not expected to occur.

3.1 Introduction

Atmospheric gravity waves (i.e., buoyancy waves) result from the forced perturbation of air

parcels in a statically stable environment such that parcels oscillate about their original height

with parcel buoyancy acting as the restoring force (Nappo 2002). Possible triggering mech-

anisms for gravity waves can include, but are not limited to, forced flow over topography,

adjustment to imbalanced flow, and localized latent heating (Fritts and Alexander 2003). The

resulting up and down motions can propagate outwards from the location of their originating

triggering mechanism through stable layers, but do not yield net movement of fluid, nor do

they necessarily follow the mean flow of the air through which they propagate.

Case studies of winter storms have associated gravity waves with heavier surface snowfall

but the representativeness of these findings for settings without strong topographic forcing

has not been systematically examined. It is the goal of this paper to remedy that gap with a

comprehensive analysis of observed gravity waves based on 40 months of pressure sensor

network data. The waves we present in this paper are propagating (i.e., not terrain-locked),

moderate to high-amplitude (up to 5.5 hPa, in a similar range to Uccellini and Koch 1987), and

have short to moderate wavelengths (up to 170 km) and wave periods (up to 67 min). The types

of disturbances which were detected by our networks of pressure sensors included not only

gravity waves, but also synoptic fronts, convective outflow boundaries, and a convective wake

low. We will describe how we discerned those four types of disturbances from one another

in Sects. 3.2.2-3.2.3. In order to keep terminology clear and consistent, and because different

studies may use different conventions, Table 1.2 defines terms used in this paper related both

to wave properties and the different types of waves.

Many observational studies have used pressure sensors to detect gravity wave signals (e.g.,

Christie et al. 1978; Kjelaas et al. 1974; Einaudi et al. 1989; Uccellini and Koch 1987; Bosart et al.

1998; Grivet-Talocia et al. 1999; Koch and Siedlarz 1999). In this study we use networks of high

precision pressure sensors to detect and track gravity waves and analyze them in the context

of radar-detected features in winter storms. Table 3.1 compares the properties of the waves

presented in this paper to those in a selection of other papers in the literature. The spatial and

time scales of pressure waves that we focus on, 3.5 to 170 km and 2 to 67 min overlap the larger

end of the scales examined in previous work by Christie et al. (1978) and overlap the smaller

end of the scales examined by Grivet-Talocia et al. (1999) and Uccellini and Koch (1987).
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Table 3.1: Properties of pressure waves presented in this study (indicated in bold) and in some
prior studies and meta-analyses in the literature. Rows are in ascending order by minimum
wavelength. Information in cells indicated with * were inferred from figures in the associated
paper (not directly stated), and the cell indicated with ** was inferred from the wavelength and
phase speed range for that paper.

Paper Detection
method

Number
of cases Amplitudes Wavelengths Wave

periods
Phase
speeds

Event
durations

Types of waves,
geographic region

Christie
et al.
(1978)

Pressure
sensors 99 0.05-1.1 hPa 0.4-30 km *2-20 min 4-50 m s−1 *8 min -

2 h

Wave packets and
solitary waves;
Central Australia

Kjelaas
et al.
(1974)

Acoustic
sounders
/ pressure
sensors

3
50-120 m
vertical
displacement

1-6 km 3-12 min 5-10 m s−1 20-40 min Wave packets;
Haswell, Colorado

This
study

Pressure
sensors 33 0.45-5.51 hPa 3.5-170 km 2-67 min 17-

62 m s-1
47 min -
20 h

Wave packets and
solitary waves (inc
fronts, outflow
boundaries, wake
low); New York
and Toronto Metro
areas

Grivet-
Talocia
et al.
(1999)

Pressure
sensors 626 0.2-10 hPa 40-600 km

(96% of cases) 0.5-6 h 5-65 m s−1 *hours to
days

Wave packets and
solitary waves (inc
surface bound-
aries); Central
Illinois

Uccellini
and Koch
(1987)

Pressure
sensors 13 0.2-7.0 hPa 50-500 km 1-4 h 13-

50 m s−1 9-33 h

Wave packets and
solitary waves;
Central and Eastern
United States

Koch and
Siedlarz
(1999)

Pressure
sensors 13 0.2-0.7 hPa

200-260 km
(3 strongest
cases)

1-6 h

19-9-
27.9 m s−1

(3
strongest
cases)

15-38 h
Wave packets and
solitary waves; Cen-
tral United States

Bosart
et al.
(1998)

Pressure
sensors 1

< 1 hPa
strengthening
to > 10 hPa

200-300 km **1-3 h 30-
40 m s−1 > 18 h

Wave packet with
a strong solitary
wave; Northeast
United States

3.1.1 Possible effects of gravity waves on cloud and precipitation processes

Gravity waves can have noticeable effects on cloud and precipitation processes when they

occur within the troposphere and under the right conditions. In marine stratocumulus, upward

motions associated with gravity waves can yield enhancements in drizzle (Allen et al. 2013;

Connolly et al. 2013). In the southeast Atlantic, satellite observations have revealed cases of

marine stratocumulus cloud decks rapidly eroding, and this abrupt cloud-clearing appears

to be related at least in part to gravity waves (Yuter et al. 2018; Tomkins et al. 2021). In deep

convection, latent heating can trigger gravity waves of varying frequency which alter the pre-

storm environment and lead to initiation of convection ahead of the existing line of storms,

often referred to as "action at a distance" (Fovell et al. 2006; Adams-Selin 2020) and "gregarious

convection" (Nicholls et al. 1991; Mapes 1993; McAnelly et al. 1997). There has been extensive

work describing mechanisms whereby terrain-locked gravity waves can enhance clouds and

precipitation (e.g., Gaffin et al. 2003; Colle 2004; Doyle and Durran 2007; Houze 2012, 2014;
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Gravity waves are 
triggered, propagate away 
from the trigger location, 

and are ducted

Pre-existing cloud not 
present in wave duct

Pre-existing cloud 
present in wave duct

If parcels are not 
lifted to saturation

If T < 0°C and 
parcels are lifted to 

ice saturation

If T < 0°C and 
parcels are lifted to 

water saturation

If T > 0°C and 
parcels are lifted to 

water saturation

No change in clouds or 
precipitation

Ice cloud (T < 0°C, 
RHice ? 100%, 

RHwater < 100%)

Liquid cloud 
(T > 0°C and 

RHwater ? 100%)

Mixed-phase cloud
(T < 0°C and 

RHwater ? 100%)

Parcels are not 
lifted to water 

saturation

Parcels are lifted 
to water 

saturation

Ice nucleation and 
vapor deposition in 

upward branches and 
sublimation in 

downward branches

Riming in upward 
branches

Water nucleation 
and condensation in 

upward branches 
and evaporation in 

downward branches

If particles grow to 
precipitation-size and fall out, 

then those changes are 
irreversible (net loss of total 

water in parcel)

Ice mass added by riming may 
not be exactly reversed in 

downward branches (net gain 
of ice water content)

Figure 3.1: Possible chains of processes and outcomes for gravity waves to yield changes in
cloudiness and precipitation. The sequence goes from top to bottom. Green rectangles indicate
conditions or requirements, ovals indicate microphysical processes which result from the air
motions associated with gravity waves, and downward-pointing pentagons indicate irreversible
changes within air parcels resulting from the previous steps. For simplicity, sequences where
air parcel temperatures cross the 0◦C level altitude are not shown.

Kingsmill et al. 2016; Ma et al. 2023).

In order for gravity waves to modify clouds and precipitation, several processes have to

occur within suitable conditions in sequence (Fig. 3.1). Gravity waves are first triggered, then

the waves propagate away from their source location and may be ducted. If cloud is not already

present in the wave duct, then the upward branches of the gravity waves must lift parcels

to saturation, either with respect to ice (for air temperature < 0◦C) or with respect to liquid

water (for air temperature ≥ 0◦C), in order for cloud to form. If conditions are saturated or

supersaturated in the wave duct (either RHice ≥ 100% and/or RHwater ≥ 100%), then enhanced

vapor deposition and/or condensation can occur in the upward branches of gravity waves.

If lifting associated with a gravity wave brings an ice or mixed phase cloud parcel to liquid

water saturation, and riming then occurs, that rimed ice mass will not be removed unless RHice
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falls below 100% in the downward branch of the gravity wave and sublimation occurs. When

net increases in particle mass due to gravity waves are sufficient to enlarge cloud particles to

precipitation-size, the precipitation that falls out of the parcel results in a net loss of total water

from the parcel which is not reversible (e.g., Allen et al. 2013).

3.1.2 Gravity waves in winter storm case studies

Previous case studies of gravity waves in winter storms include those that are close to the scale

range targeted by this study (wavelengths ≤ 170 km and wave periods ≤ 67 min) and those that

examined larger scale phenomena. Gaffin et al. (2003) described a heavy snowfall event where

gravity waves generated by flow over terrain in the lee of the Smoky Mountains contributed to

localized lifting. Bosart et al. (1998) presented a case of a very large-amplitude gravity wave (with

a peak-to-trough pressure difference on the order of 10 hPa) associated with observed snowfall

rates up to 15 cm hr−1 (this refers to snow depth, not liquid equivalent) in the northeastern

United States on 4 January 1994. The gravity wave in this case propagated at roughly 30-40 m s−1

toward the northeast with a wavelength of 200-300 km (implying a wave period of roughly

1.4-2.8 h). Zhang et al. (2001) simulated the 4 January 1994 case presented by Bosart et al. (1998)

using the National Center for Atmospheric Research/Pennsylvania State University Mesoscale

Model 5. Their analysis of the simulated case indicated that geostrophic adjustment in the exit

region of an upper-level jet streak initially triggered lower-amplitude gravity waves (roughly

1 hPa peak-to-trough), which merged and had a resonant interaction with an upper-level front

leading to their nonlinear amplification. Zhang (2004) later generalized the term "geostrophic

adjustment" as "balance adjustment" for curved flows as the trigger for gravity wave genesis.

In the model results shown by Zhang et al. (2001), the upward motion associated with the

interaction of the gravity wave and the upper-level front led to release of potential instability

and a region of elevated convection, where heavy precipitation was produced in the simulation.

The conditions necessary for gravity wave generation by balance adjustment often exist in

the strong baroclinic trough-ridge systems which produce winter storms. After gravity waves are

generated aloft, their energy propagates upward and downward. If appropriate conditions exist,

the waves can then be ducted or trapped within a cloud layer, allowing the waves to influence

cloud processes (Ruppert et al. 2022). Lindzen and Tung (1976) described the theoretical

conditions for an ideal wave duct: an absolutely stable ducting layer (where the environmental

lapse rate< the moist adiabatic lapse rate) beneath a statically neutral or conditionally unstable

reflecting layer (where the environmental lapse rate ≥ the moist adiabatic lapse rate). Such

lapse rate conditions are common ahead of a warm/stationary front or behind a cold front

(e.g., Uccellini and Koch 1987).
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3.1.3 Reflectivity bands and velocity waves in winter storms

Gravity waves have been previously suggested as the key mechanism yielding locally enhanced

bands of radar reflectivity in snow and Doppler velocity waves. Detection of wave signals

using an array of pressure sensors can help distinguish gravity waves from the other candidate

processes (Nappo 2002, Sect. 8.2).

Linear regions of locally enhanced radar reflectivity (bands) are frequently observed in

winter storms (e.g., Novak et al. 2004; Hoban 2016; Ganetis et al. 2018). These bands are con-

ventionally categorized into two types: primary band and sets of multibands. Winter storms

have been found to contain both a primary band and multibands, only a primary band, only

multibands, or no bands at all (Hoban 2016; Ganetis et al. 2018). Primary bands are ≥ 200 km

long, usually 30-70 km wide, occur as a single feature in reflectivity within a given storm, and

have been associated with regions of strong frontogenesis along an occlusion (Novak et al.

2004; Baxter and Schumacher 2017; Ganetis et al. 2018). Multibands are < 200 km long, usually

10-50 km wide, and occur in groups of two or more bands, which are often roughly evenly

spaced (Hoban 2016; Ganetis et al. 2018). Given propagation speeds on the order of 10-30 m s−1,

it can take enhanced reflectivity bands on the order of 5 min to 2 h to cross a given location.

Ganetis et al. (2018) found no robust correspondence between frontogenesis and the oc-

currence of multibands. Processes which may lead to multibands include gravity waves (Gaffin

et al. 2003; Hoban 2016), Kelvin-Helmholtz waves (Houser and Bluestein 2011), shear-organized

lines of cloud-top generating cells (Keeler et al. 2016, 2017), and convective cells elongated by

flow anomalies resulting from potential vorticity dipoles (Leonardo and Colle 2023). A further

complication in relating enhanced reflectivity in snow to heavy snowfall rates is that reflectivity

can be increased by aggregation or partial melting of ice particles, which would not increase

the associated snow mass. Additionally, localized reflectivity enhancements observed by radar

a few km above the surface may not reach the surface (Tomkins 2024).

Hoban (2016) and Miller et al. (2022) identified waves in the Doppler velocities ("Doppler

velocity waves") measured by National Weather Service NEXRAD radars (WSR-88Ds) in the

Northeast United States during winter storms using the difference field between successive

radar scans. Hoban (2016) analyzed 71 winter storms which contained multibands. Of those

71 storms with multibands, 50 also contained coherent sets of propagating Doppler velocity

waves. If the sets of propagating parallel Doppler velocity bands have a surface pressure signal,

they could be gravity waves. If not, other mechanisms such as Kelvin-Helmhotz waves are a

more likely.
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3.1.4 Objectives of this study

In this study, we used high-precision surface pressure sensors to objectively identify pressure

wave events over a 3+ year period, characterize the wave properties and their synoptic environ-

ments, and examine if the pressure waves are related to enhancements in radar reflectivity and

coherent sets of Doppler velocity waves. Section 3.2 describes the pressure data and processing

techniques to extract wave events, the reanalysis model output used to characterize the large

scale environment, and the several types of observations used to identify enhanced reflectivity

bands, Doppler velocity waves, temperature inversions, and surface snow rates. Section 3.3

describes the characteristics of pressure wave events and their environmental context. Section

3.3.1 puts the pressure waves into context of radar-detected features, including how often they

were collocated and moving with enhanced reflectivity bands and/or Doppler velocity waves.

Finally, Sect. 3.4 includes conclusions and discussion of the results with potential avenues for

future work.

3.2 Data and Methods

We used networks of pressure sensors in the Toronto, ON, Canada, and New York, NY, USA,

metropolitan areas to detect wave events (Allen et al. 2024d, and Fig. 3.2), and we analyzed the

context of those wave events using ERA5 reanalysis data (Hersbach et al. 2020), radiosonde data

from the Integrated Global Radiosonde Archive (IGRA; NOAA National Centers for Environ-

mental Information 2021b), surface weather data from Automated Surface Observing Systems

(ASOS; NOAA National Centers for Environmental Information 2021a), and operational S-band

radar data from US National Weather Service (NWS) WSR-88D radars (NEXRAD; NOAA National

Weather Service Radar Operations Center 1991).

3.2.1 Pressure sensor data

In numerical model output, gravity waves can be identified by analyzing the 3D gridded fields

of pressure, geopotential height, wind, and temperature perturbation values. In observations,

pressure sensor data are needed to definitively confirm the presence of gravity waves. We

deployed high precision pressure sensor networks in the Toronto, ON, Canada, and New York,

NY, USA, metropolitan areas over a three year period (sensor locations shown in Fig. 3.2).

To minimize costs and hassle, these sensors were located in the homes and offices of our

collaborators and automatically reported back to a server at North Carolina State University

where the data were archived.
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(a)

Toronto
New York

(b) Toronto

100 km

EA_PiZero_004
eapizero023
eapizero024
eapizero025
eapizero026
eapizero034
CYYZ ASOS
CYTZ ASOS
CXTO ASOS
KBUF NEXRAD

(c) New York and Long Island

100 km

EA_PiZero_005
eapizero011
eapizero012
eapizero014
eapizero016
eapizero017
eapizero018
eapizero020
eapizero021
eapizero022
eapizero027
KFJK ASOS
KOKX NEXRAD

Figure 3.2: Maps of the pressure sensor, ASOS, and radar sites used in this study. (a) Locations
of Toronto and New York City. (b) Pressure sensor sites in Toronto (filled circles) with the 3
ASOS sites (stars) and KBUF radar (maroon diamond). (c) Pressure sensor sites in New York and
Long Island (filled circles) with KJFK ASOS (black star) and KOKX radar (maroon diamond).
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(a) Periods when each Toronto sensor was active
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eapizero020
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eapizero027

(b) Periods when each New York and Long Island sensor was active

Figure 3.3: Timelines of when the pressure sensors in (a) Toronto and (b) New York and Long
Island recorded pressure data between January 2020 and April 2023.

Each instrument utilized either a Bosch BME280 (Bosch 2022) or a Bosch BMP388 (Bosch

2020) pressure sensor, and the timestamps, data logging, and communications were handled by

Raspberry Pi Zero single board computers (Allen et al. 2024d). Each sensor was placed indoors to

minimize wind contamination in the pressure measurements. The noise floor of the sensors is

roughly 0.8 Pa, depending on ambient conditions. The sensors continuously recorded pressure

at 1-second intervals when possible, but power or internet outages occasionally caused gaps

in the data record (Fig. 3.3). We analyzed data between January 2020 and April 2023. Most

of the sensors in New York and Long Island were deployed prior to January 2020 while the

sensors in Toronto were deployed starting in October 2020 (Fig. 3.3). Analysis subsequent to

the deployment of the sensors suggests that the smaller spatial scale and more circular pattern

of the Toronto network as compared to the larger spatial scale and more linear west-east

arrangement of the sensors in New York likely makes the Toronto network better at detecting

smaller amplitude pressure waves.
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Detection of wave events

Allen et al. (2024d) described the methods for detecting waves in the pressure sensor data

in detail, which are summarized here. To smooth out artifacts and high-frequency pressure

variations, we use 10-s samples of pressure in hPa (i.e., we take the 10-s moving average then

use every 10th point of the smoothed time series). The detection method relies on a wavelet

transform, a technique for identifying wave signals in time-wave period (or time-frequency)

space, which is preferable to Fourier transforms for finding transient (i.e., time-localized)

waves. We used an analytic morse wavelet (Olhede and Walden 2002; Lilly and Olhede 2012)

and analyzed wave periods between 1 and 120 minutes to detect waves on similar temporal

scales to enhanced reflectivity bands. The output of the wavelet transform is an array of complex

values in time-scale space. The absolute value of those values is referred to as the wavelet power

(|W (b , a )|, units hPa2 s−1).

A scale-dependent threshold function A(a ) was defined using the mean wavelet power

across the full data set by scale, multiplied by a constant K :

A(a ) = K 〈|W (b , a )|〉b (3.1)

To identify only the strongest wave signals, we used K = 10. Mean wavelet power increases

with wave period (Allen et al. 2024d, Fig. 2.4). Wave events were then identified as peaks in

the wavelet power which exceeded A(a ), along with their connected regions which exceeded
A(a )

2 . We refined these regions using the watershed transform to separate distinct signals at

different wave periods, then took the bounding box to obtain the final event regions. The

wavelet transform was then inverted over the final event region to extract the wave event trace

(Allen et al. 2024d).

After wave event traces were extracted for each sensor individually, we identified coherent

wave events across multiple sensors using the cross-correlation function Cij(∆t ):

Cij(∆t ) =
1

||pi || ||pj ||

∫

pi (t )pj (t +∆t )dt (3.2)

where pi (t ) and pj (t ) are the extracted wave event traces for two sensors i and j . Events in pairs

of sensors were matched together if the maximized Cij(∆t ) value exceeded 0.65, with the time

between wave passages at the two sensors estimated by the corresponding time lag∆topt (in s).

The cross-correlation function and associated∆topt values were calculated for each possible

pair of sensors within a network, which produced a vector of time lags t⃗ representing the time

between wave passages at each pair of sensors which captured the event.

We then calculated the slowness vector using the time lags t⃗ for each wave event. The
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slowness vector is a two element vector s⃗ = (sx , sy ), where sx and sy (in s m−1) are the inverses

of the x- and y-components of the wave phase velocity, 1
cx

and 1
cy

(in m s−1), respectively. We

solve for s⃗ starting from the following equation (Del Pezzo and Giudicepietro 2002):

t⃗ = s⃗ ·∆x∆x∆x (3.3)

where∆x∆x∆x is the two-column matrix of the x- and y-components of the distance vectors (in m)

between each pair of sensors which captured the event. For events captured by at least 3 sensors,

Eq. 3.3 represents an overdetermined system of linear equations, from which s⃗ is estimated

using a least-squares approach:

s⃗ = (∆x∆x∆x T∆x∆x∆x )−1∆x∆x∆x T t⃗ (3.4)

where superscript T indicates the transpose of a matrix (Del Pezzo and Giudicepietro 2002).

The components of the slowness vector are then inverted to obtain the wave phase velocity

vector c⃗ = (cx , cy ). We assessed this phase velocity estimate by calculating the "modeled" delay

times t⃗m using Eq. 3.3 with the estimated slowness vector. We calculated the root mean square

error (RMSE, in s) and normalized root mean square error (NRMSE, unitless) of the modeled

delay times as follows:

R M S E =

√

√

√

∑Ns (Ns−1)/2
i=1 (tm ,i − ti )2

Ns (Ns −1)/2
(3.5)

N R M S E =

√

√

√

√

∑Ns (Ns−1)/2
i=1 (tm ,i − ti )2
∑Ns (Ns−1)/2

i=1 (ti )2
(3.6)

where Ns is the number of sensors which captured a given event.

To have reasonable confidence in the wave phase velocity estimate for a given event, we

require the event to be captured by at least 4 sensors with RMSE below 90 s and NRMSE below

0.1, as discussed by Allen et al. (2024d). Additionally, the following results exclude any wave

events found between 15 January and 18 January 2022, following the Hunga-Tonga volcanic

eruption on 15 January 2022, which produced a Lamb wave with measurable pressure signals

globally (Adam 2022; Burt 2022; Allen et al. 2024d). After applying those criteria, 33 total

trackable pressure wave events were detected by the Toronto and New York pressure sensor

networks between January 2020 and April 2023. Nineteen pressure wave events were detected

by the Toronto pressure sensor network, and 14 were detected by the New York pressure sensor

network (Table 3.2).

In general, pressure waves of amplitude above roughly 0.1 hPa could be detected in a
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Table 3.2: Properties of the 33 pressure wave events detected over the 40 month analysis
period. The leftmost column is an index column. In the location column, TOR indicates the
Toronto sensor network, and NY indicates the New York and Long Island sensor network. The
wave period and amplitude are averaged among sensors which detected a given event. Phase
direction is shown in degrees clockwise from northward (e.g., 90 degrees indicates a wave
propagating west to east). Rows in bold indicate gravity wave events.

Event Start Event End Location Event Type Ns e n s o r s Wave Period Mean Amp. Phase Speed Phase Dir. Wavelength
UTC UTC mm:ss hPa m s−1 Degrees km

1 2020-11-15 1859 2020-11-15 2216 TOR Front 5 02:08 1.83 27.5 65.2 3.5
2 2020-12-25 0709 2020-12-25 1120 TOR Gravity wave 4 26:33 1.69 48.7 29.6 77.6
3 2020-12-28 0437 2020-12-28 0525 TOR Gravity wave 4 03:21 0.45 21.6 84.7 4.3
4 2021-02-18 1418 2021-02-18 1642 TOR Gravity wave 4 04:53 0.89 62.0 64.6 18.2
5 2021-03-31 0543 2021-03-31 0642 TOR Gravity wave 4 03:36 0.71 25.6 14.6 5.5
6 2021-04-28 1213 2021-04-28 1656 TOR Gravity wave 4 04:34 2.73 29.6 94.8 8.1
7 2021-05-01 2140 2021-05-02 0051 TOR Gravity wave 4 13:04 2.36 28.4 138.7 22.2
8 2021-09-07 1931 2021-09-08 0528 TOR Outflow 6 08:59 3.26 21.1 120.3 11.4
9 2022-01-27 1415 2022-01-27 1533 TOR Gravity wave 4 05:05 0.78 23.5 113.3 7.2

10 2022-02-25 0816 2022-02-25 1359 TOR Gravity wave 4 20:22 2.14 45.4 72.8 55.5
11 2022-03-07 0352 2022-03-07 0630 TOR Gravity wave 4 32:39 1.13 52.0 33.5 101.8
12 2022-03-07 1221 2022-03-07 2237 TOR Gravity wave 4 55:42 3.09 50.7 90.3 169.4
13 2022-03-30 2118 2022-03-31 0133 TOR Gravity wave 5 16:39 2.41 28.2 81.2 28.1
14 2022-05-21 1110 2022-05-21 1231 TOR Gravity wave 4 05:51 0.81 30.6 104.3 10.7
15 2022-05-21 1316 2022-05-21 22:47 TOR Outflow 5 02:27 5.51 33.2 70.0 4.9
16 2023-02-15 0550 2023-02-15 0749 TOR Gravity wave 4 08:38 1.10 24.9 53.3 12.9
17 2023-02-19 1106 2023-02-19 1316 TOR Gravity wave 5 03:23 1.20 29.0 68.8 5.9
18 2023-02-23 0139 2023-02-23 0323 TOR Gravity wave 5 12:53 0.74 42.2 74.2 32.6
19 2023-04-01 0357 2023-04-01 0740 TOR Gravity wave 6 21:21 1.33 37.9 48.9 48.5
20 2023-04-01 0736 2023-04-01 1107 TOR Front 6 07:35 1.63 36.8 56.1 16.8
21 2023-04-05 0745 2023-04-05 1401 TOR Outflow 4 05:35 3.78 27.9 90.9 9.4
22 2023-04-05 0809 2023-04-06 0400 TOR Gravity wave 6 05:29 4.24 22.1 111.8 7.3
23 2023-04-16 2250 2023-04-17 0206 TOR Front 5 04:44 1.92 19.9 12.6 5.7
24 2020-01-25 1544 2020-01-25 2254 NY Gravity wave 4 09:49 2.87 18.7 52.9 11.0
25 2020-02-04 0824 2020-02-04 1200 NY Gravity wave 4 16:31 1.48 17.2 179.4 17.0
26 2020-05-01 0435 2020-05-01 0939 NY Gravity wave 5 30:02 2.43 19.4 64.3 34.9
27 2020-12-25 1629 2020-12-25 1952 NY Gravity wave 4 04:32 1.18 47.3 39.7 12.9
28 2021-02-18 1556 2021-02-18 2247 NY Gravity wave 6 60:28 2.25 32.7 114.6 118.7
29 2021-09-14 0004 2021-09-14 0629 NY Wake low 4 66:37 3.25 20.8 68.2 83.2
30 2021-12-29 0755 2021-12-29 1258 NY Gravity wave 6 11:55 1.92 33.5 130.2 24.0
31 2022-02-04 1642 2022-02-04 2033 NY Outflow 5 14:49 1.84 21.1 117.7 18.7
32 2022-02-18 1056 2022-02-18 1350 NY Front 4 03:00 1.66 20.5 122.5 3.7
33 2022-03-08 0119 2022-03-08 0428 NY Front 4 04:15 1.72 23.1 123.5 5.9

single sensor, depending on the wave period (shorter waves had a lower detection threshold).

However, the waves with lower amplitudes (i.e., weaker signals) were more difficult to track

across multiple sensors. As a result, each of the trackable pressure waves in this study had

an amplitude of at least 0.45 hPa. Table 3.1 compares this amplitude to other studies in the

literature, which found pressure waves between 0.05 and 10 hPa in amplitude.

3.2.2 ERA5 reanalysis data

We used hourly ERA5 reanalysis data (Hersbach et al. 2020) to characterize the large-scale

environment near the surface and in the upper-troposphere during each wave event. ERA5

data are output to a global, 0.25 degree grid on constant pressure and height levels. From ERA5

data, we calculated equivalent potential temperature (θe , in K) at 2 m above sea level and
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analyzed the resulting maps for each pressure wave event to qualitatively determine where

wave events occurred relative to surface air mass boundaries. θe was calculated following the

approximation provided by (Bolton 1980, their Eq. 43):

θE = TK (
1000

p
)0.2854(1−0.28∗10−3r ) ∗ exp[(

3.376

TL
−0.00254) ∗ r (1+0.81 ∗10−3r )] (3.7)

where TK is the temperature in K, p is the air pressure in hPa, and r is the water vapor mixing

ratio (unitless). TL is the temperature at the lifting condensation level in K, approximated using

Eq. 15 from Bolton (1980):

TL = 56+
1

1
TD−56 +

ln(TK /TD )
800

(3.8)

where TD is the dew point temperature in K.

We analyzed maps of 300 hPa wind speed (in m s−1) and geopotential height (in m) for

each pressure wave event to determine where they occurred relative to upper-level troughs,

ridges, and jet streaks. To quantify upper-level flow imbalance, we calculated the residual of

the nonlinear imbalance equation on a constant 300 hPa surface (∆NBE in s−2; Zhang et al.

2000; Ruppert et al. 2022):

∆NBE = 2J (u , v )−βu + f ζ−∇2φ (3.9)

where J (u , v ) is the Jacobian of the horizontal flow (Eq. 3.10), β (s−1 m−1) is the change in the

Coriolis parameter f (s−1) with latitude, u (m s−1) is the zonal component of the flow, ζ (s−1) is

the vertical component of relative vorticity, andφ (m2 s−2) is the geopotential.

J (u , v ) =
∂ u

∂ x

∂ v

∂ y
−
∂ u

∂ y

∂ v

∂ x
(3.10)

Eq. 3.9 is obtained by scale analysis of the divergence tendency equation. Terms in the di-

vergence tendency equation which contain the divergence, vertical velocity, and divergent

components of horizontal velocity are dropped (Zhang et al. 2000). When the magnitude

of ∆NBE is large relative to "background" (e.g., in straight, zonal flow) values, gravity wave

generation by balance adjustment may occur (James Ruppert, personal communication).

For each gravity wave event, we compared the location of the sensor network to the ERA5

mean sea level pressure (MSLP) patterns to determine where the detected waves occurred in

a cyclone-relative framework. In some cases we were able to automatically track minima in

ERA5 MSLP data (Tomkins et al. 2024a) using the algorithm described by Crawford et al. (2021).

In the balance of cases we determined the cyclone location manually.
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3.2.3 Radar data

We analyzed horizontal maps of reflectivity and radial velocity from the WSR-88D radars (NOAA

National Weather Service Radar Operations Center 1991) in Buffalo, NY (KBUF), for pressure

wave events in Toronto, and Upton, NY (KOKX), for pressure wave events in New York and Long

Island. An example of these maps for the event on 1 April 2023 is shown in Fig. 3.4. In each case,

we used the scan at the 0.5◦ elevation angle.

Reflectivity bands were identified as roughly linear features of high reflectivity relative to the

"background" reflectivity, following Tomkins et al. (2024b). To find features of locally-enhanced

reflectivity, we first calculate the background reflectivity as a windowed average in radii of

20 km. Grid points with reflectivity sufficiently exceeding that background average, or which

have reflectivity ≥ 35 dBZ, are identified as features (Fig. 3.4c). When mapping the reflectivity

and detected high reflectivity features, we "mute" regions with enhanced reflectivity likely due

to melting and mixed precipitation (reflectivity > 20 dBZ and correlation coefficient < 0.97) by

plotting in greyscale (Fig. 3.4a,c; Tomkins et al. 2022). In Fig. 3.4, enhanced reflectivity features

were found throughout the coverage of the KBUF radar, but most notably there were linear

features near the eastern edge of Lake Erie and extending southeastward.

We identified Doppler velocity waves following Miller et al. (2022). We first calculate the

difference in radial velocity between successive NWS WSR-88D scans. That difference field is

then converted to a binary field; i.e., positive values are converted to zeros, and negative values

are converted to ones. Small objects are filtered out of the binary field. In Fig. 3.4d, Doppler

velocity waves are detected across the radar domain, but most notably the wave extending

from west-central Lake Ontario eastward then southward into New York State could be tracked

as a coherent feature across several radar scans (Video supplement Animation-Figure-S3.01).

We analyzed the resulting sequences of maps for each wave event to determine whether

any coherent bands or waves were present anywhere within the range of the radar. Additionally,

if any bands or waves were present we assessed if they propagated directly over the pressure

sensors at a velocity consistent with the estimated phase velocity of the pressure waves.

3.2.4 Surface stations and operational soundings

We used hourly ASOS data (NOAA National Centers for Environmental Information 2021a)

to assess precipitation type and liquid water equivalent precipitation amount during each

pressure wave event. We counted the METAR snow precipitation type and snow mixed with

other precipitation types as "snow". We tabulated the total number of hours during our analysis

period in which at least a 0.1 mm/hr of snowfall liquid water equivalent rate was measured. For

New York, we were able to use data from John F. Kennedy International Airport (KJFK) to obtain
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Figure 3.4: Event 19 (gravity wave event) maps of (a) reflectivity, (b) radial Doppler velocity, (c)
detected features of enhanced reflectivity, and (d) Doppler velocity wave detection for KBUF
at 05:54 UTC on 1 April 2023. Filled blue circles indicate the locations of pressure sensors in
Toronto. In this example, gravity waves moved SW to NE while a NW-SE aligned linear region of
enhanced reflectivity about 150 km long and 80 km wide extends from near the western edge of
Lake Ontario. Several NW-SE aligned Doppler velocity waves could be tracked from SW to NE
between Lake Erie and Lake Ontario. The greyscale regions in (a) and (c) likely contain mixed
precipitation (reflectivity > 20 dBZ and dual-polarization correlation coefficient < 0.97). An
animated version of this figure is available in the Video Supplement Animation-Figure-S3.01.
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both precipitation type and snowfall intensity. As precipitation amounts at Toronto Pearson

International Airport (CYYZ) were not available in the archived data, we used precipitation

amount data from the Downtown Toronto (CXTO) ASOS, which does not record precipitation

type, and precipitation type data from the Toronto City Airport (CYTZ) ASOS, which is closer to

CXTO than CYYZ but does not record precipitation amount.

We used one-minute ASOS data to help determine whether each wave event was directly

caused by the passage of a front or outflow boundary and its associated density and temperature

change (e.g., when a sharp rise in pressure co-occurred with sharp drops in temperature and

dew point). We also considered the radar and surface analysis maps when determining whether

an event was directly caused by a front or outflow boundary passage. Examples of pressure wave

events associated with a frontal passage and outflow boundary passage, along with contextual

data, are shown in Sects. 2.4.3 and 2.4.4, respectively. In one case, a pressure wave event was

caused by a convective wake low passage as indicated by the timing of the event relative to

a mesoscale convective system passage (Allen et al. 2024d). Ideally, if we saw surface wind

perturbations correlated with the pressure perturbations in one-minute ASOS data, then that

would strongly suggest the pressure perturbations are associated with gravity waves. But, < 1-

min surface wind data sets at the locations of the pressure sensor network sensors are not

available. ERA5 and other reanalysis are too coarse in spatial and temporal scale to use for this

purpose. We separated the front, outflow boundary, and wake low cases from the remaining

cases, which we refer to as gravity wave events.

We analyzed upper-air radiosonde observations for gravity wave events with a nearby NWS

weather balloon (Fig. 3.2) launched during a time window from 2 hours before the start of the

wave event to 2 hours after the end of the wave event. For gravity wave events in the Toronto

pressure sensor network, radiosonde data from Buffalo, NY (KBUF), were used, and for gravity

wave events in the New York and Long Island pressure sensor network, radiosonde data from

Upton, NY (KOKX), were used. We obtained the data from IGRA (NOAA National Centers for

Environmental Information 2021b) and interpolated the data to a constant 100-meter vertical

resolution. When sounding data were available, we determined whether an efficient wave duct

was present (conditionally unstable layer above an absolutely stable layer; Lindzen and Tung

1976), as in Sect. 2.4.2 (Fig. 2.9), which added confidence that the pressure wave event was

associated with gravity waves. For each sounding associated with a gravity wave event, we will

determine whether a surface-adjacent temperature inversion was present or if any temperature

inversions were present in the lowest 1 km above the surface. We identified temperature

inversion layers as any observations where the temperature increased with increasing height.
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3.3 Pressure wave characteristics and environmental context

Table 3.2 lists important attributes of all 33 pressure wave events, and it labels the events with

numbers which will be referred to in the following text. No pressure wave events were detected

between June and August (Fig. 3.5a). Five pressure wave events were solitary waves coincident

with frontal passages, 4 pressure wave events were coincident with outflow boundary passages,

1 pressure wave event was caused by a wake low associated with a mesoscale convective system

(Allen et al. 2024d), and the other 23 pressure wave events are considered gravity wave events

(Fig. 3.5b,c).

There did not appear to be a strong relationship between wave period and wave amplitude

for pressure wave events (Fig. 3.5b), which is somewhat surprising, given that the mean wavelet

power generally increases with wave period for pressure (Canavero and Einaudi 1987; Grivet-

Talocia and Einaudi 1998; Allen et al. 2024d). Individual pressure wave events (Fig. 3.5) may

not follow the same pattern of increasing amplitude with increasing wave period as seen in

longer-term mean values of wavelet power (Fig. 2.4). The pressure wave events are caused

by atypical short-term pressure perturbations whereas the long-term mean wavelet power

mainly consists of quiescent conditions, usually without sharp pressure changes. Figure 3.5b

includes the range of wave periods where the wavelet power exceeded A(a ) as error bars. From

these error bars, it is apparent that nearly every pressure wave event had a strong wave signal

at shorter wave periods (< 30 min), while very few had a strong wave signal at longer wave

periods (> 90 min).

Every pressure wave event had an eastward component to its phase velocity (Fig. 3.5c). This

result is similar to Grivet-Talocia et al. (1999), who found that 95% of pressure wave events in

central Illinois had an eastward component to their phase velocities. Nineteen of the pressure

wave events (58%) we detected had a northward component to their phase velocities, while

14 pressure wave events (42%) had a southward component to their phase velocities. Twenty

out of 33 (61%) pressure wave events we detected had a phase speed between 20 m s−1 and

35 m s−1, again similar to Grivet-Talocia et al. (1999).

3.3.1 Gravity wave event characteristics

We will focus on the 23 gravity wave events to address their environmental and radar contexts

with a focus on winter storms. All 23 gravity wave events occurred between December and

May (Table 3.2). Figure 3.6 shows the extracted event and total pressure time series for a single

sensor for each of those 23 gravity wave events. Most events consisted of multiple pressure

oscillations. In some cases the amplitudes of those oscillations varied with time (e.g., events

2, 14, and 24), while in others the oscillations remained at a steady amplitude through the
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(a) Pressure Wave Events By Month
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(b) Pressure Wave Events: Amplitude vs Period
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Figure 3.5: Characteristics of the 33 pressure wave events detected in New York (orange) and
Toronto (green) between January 2020 and April 2023. (a) Bar chart of the number of pressure
wave events by month. (b) Scatter plot of wave amplitude against wave period, with error bars
indicating the range of wave periods where W ≥ 10 〈|W (b , a )|〉b , i.e., where there was a strong
wave signal. (c) Radial scatter plot of the wave phase velocities (directions shown are in degrees
clockwise from northbound). In panels (b) and (c), gravity wave events are indicated by filled
circles, and front, outflow, and wake low events are indicated by other shapes according to the
legend.

59



Gravity wave event pressure traces
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Figure 3.6: Extracted pressure wave event (black, left axes) and total pressure (blue, right axes)
time series for the 23 gravity wave events. The ordering and numbering of wave events matches
that in Table 3.2. For each gravity wave event, data from only a single sensor are shown. That
sensor was chosen to maximize its optimal cross-correlation values with extracted event traces
from other sensors which captured a given gravity wave event.
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event (e.g., events 11 and 18). The gravity wave events had a wide range of durations, wave

amplitudes, and wavelengths (Fig. 3.5). Event duration varied over a wide range. Event 5 was a

solitary wave of depression with a duration of roughly 1 hour. Event 22 had a duration of nearly

20 hours.
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Figure 3.7: Scatter plot of wave amplitude against event duration for the 23 gravity wave events.
Green points represent gravity wave events in Toronto, and orange points represent events in
New York and Long Island.

For the 23 gravity wave events, a strong linear correlation between wave amplitude and

event duration was found (R = 0.88, p-value: 3.2× 10−8, Fig. 3.7). A simple linear regression

suggests that a 1 hPa increase in amplitude corresponds roughly to a 170 min increase in event

duration. It is possible that part of this correlation is due to the event extraction method. Testing

on synthetic events with constant duration (not shown) showed that the higher-amplitude

waves result in more residual wavelet signal extending beyond the given event duration. Given

the large range of event durations over which this correlation holds, there is likely some physical

meaning to the relationship. A similar relationship has been documented in seismic waves:

higher-magnitude earthquakes tend to have longer durations (e.g., Trifunac and Brady 1975;

Herrmann 1975), which can be explained by the stronger earthquakes propagating over larger

areas of fault surfaces (e.g. Bonilla et al. 1984; Wells and Coppersmith 1994) and thus having

larger source areas. This raises the question of whether higher-amplitude gravity waves have

larger source areas, which is not possible to adequately answer with the data used in this study.
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Relating pressure perturbations to vertical parcel displacements for gravity waves

To give further context to the pressure perturbations associated with gravity waves, we can

compute the vertical parcel perturbation for a case in which representative sounding data are

available. The sounding launched at KBUF during Event 10 in Toronto on 25 February 2022 is

useful for this as there is a clear gravity wave ducting layer in that example (Fig. 2.9). Equation

68-3 from Gossard and Hooke (1975) relates the pressure perturbation (P0 in Pa) to the vertical

parcel displacement (ζH in m) for a given gravity wave ducting layer depth (H in m):

ζH =
H

ρs (
ω
k )2

B P0 (3.11)

where ρs is the surface air density (1.225 kg m−3 for this example),ω is the intrinsic angular

wave frequency (in s−1), and k is the horizontal wavenumber (in m−1).ω and k are calculated

by:

ω=
2π

τ
−u0k (3.12)

k =
2π

λ
(3.13)

where τ is the wave period (1222 s for this example; Table 3.2), u0 is the mean wind speed

within the wave duct (18.9 m s−1 for this example), and λ is the wavelength (55.5 km for this

example; Table 3.2). For this example,ω = 0.003 s−1 and k = 0.11 km−1. The calculation of B

depends on the Brunt-Väisälä frequency (N in s−1). The wave duct is saturated for this example

(Fig. 2.9), so we calculate the moist Brunt-Väisälä frequency Nm (Markowski and Richardson

2010, p. 42):

Nm =

√

√ g

θe 0

Γm
Γd

∂ θe

∂ z
(3.14)

where g is the gravitational acceleration (∼9.81 m s−2), θe 0 is the mean equivalent potential

temperature in the wave duct (294.7 K for this example), Γm is the moist adiabatic lapse rate in

the wave duct (7.58 K km−1 for this example), Γd is the dry adiabatic lapse rate (9.76 K km−1), and
∂ θe
∂ z is the change in equivalent potential temperature with height in the wave duct (20.2 K km−1

for this example). For this example, Nm = 0.023 s−1. We also need the vertical wavenumber n1

(in m−1) to calculate B. n1 is calculated by:

n1 = k

√

√Nm

ω

2

−1 (3.15)
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For this example, n1 = 0.853 km−1. Sinceω <Nm , B is calculated by (Gossard and Hooke 1975):

B =
sin(n1H )

n1H
(3.16)

For this example, B = 0.656. Finally, the peak-to-trough amplitude of the gravity wave was

∼2 hPa for Event 10 (Table 3.2), so we take half of that, 1 hPa, as the pressure perturbation

P0, so the vertical parcel displacement ζH = 129 m for this example. This result is on a similar

order of magnitude to the vertical displacements reported by (Kjelaas et al. 1974, 50-120 m)

and (Allen et al. 2013, 400 m).

Synoptic context for gravity wave events

The synoptic environment setting for each of the 23 gravity wave events that occurred during

our 40 months of analysis (Table 3.3) puts these events in context and permits comparisons to

previous case studies and theoretical work. For each gravity wave event, we examined surface

pressure and equivalent potential temperature (Fig. 3.8), 300 hPa geopotential heights and

wind speeds (Fig. 3.9), and 300 hPa∆NBE (Fig. 3.10). For a gravity wave to be detected at the

surface, there needs to be suitable conditions for the wave signal to reach the surface (e.g.,

there should ideally be no convective overturning in the boundary layer which would obscure

the pressure signal due to the gravity wave).

Surface low center cyclone tracks for storms which produce snowfall in the Northeast

United States are most common near the coast and over the Atlantic Ocean, to the east of New

York City and Toronto (Fig. 3.11). As regards suitable near surface conditions for gravity waves,

of the 23 gravity wave events in Toronto and New York during our 40-month analysis period,

13 (57%) occurred north or east of a surface low (events 3, 4, 10, 11, 12, 13, 16, 17, 18, 19, 22, 24,

and 28), often on the cool side of warm or stationary fronts. Event 22 had such a long duration

that it began when Toronto was on the cool side of a warm front and ended after the warm

front had passed. Event 25 and 30 occurred very far (2000 km or more) to the east of a surface

low and on the cool side of an air mass boundary. Event 2 occurred behind a cold front and to

the west of a surface low. Event 6 occurred near a weak surface low and just on the cool side

of an air mass boundary. Events 5, 9, and 27 occurred south of lows. Event 26 occurred near a

weak air mass boundary with lows both to the north and the south.

Inversion layers at altitudes < 1 km were found in all of the 12 gravity wave events when

upper air soundings were launched either during or within 2 hours of the events (Figure 3.12).

Event 22 had two radiosonde launches. Many of the inversion layers were only 100-200 m deep.

Events 6, 17, 22, and 25 had an inversion layer adjacent to the surface. A near surface stable

layer likely helps to maintain the coherence of the gravity wave signal across the network of

63



Table 3.3: Environmental context for the 23 gravity wave events detected over the 40 month
analysis period. The leftmost column is an index column, aligned with the index column in
Table 3.2. Here, the position of wave events relative to the low and to air mass boundaries was
determined based on manual analysis of θe and MSLP maps derived from ERA5 data at the
center time of the event (Fig. 3.8). If no air mass boundary could be discerned near Toronto or
New York for an event, then we consider it "Unclear" whether that event occurred in the cold
sector or warm sector. Events 25 and 30 occurred roughly 2000 km or more to the east of the
nearest cyclone, as indicated in the table and the text.

Event start (UTC) Warm/cold sector Low-relative position 300 hPa context
2 2020-12-25 0709 Cold sector West of low Downstream of trough
3 2020-12-28 0437 Unclear East of low Downstream of trough
4 2021-02-18 1418 Cold sector North of low Downstream of trough
5 2021-03-31 0543 Warm sector South of low Downstream of trough
6 2021-04-28 1213 Cold sector Low-adjacent Near ridge axis
7 2021-05-01 2140 Unclear No closed low Upstream of trough
9 2022-01-27 1415 Unclear South of low Zonal flow

10 2022-02-25 0816 Cold sector North of low Downstream of trough
11 2022-03-07 0352 Cold sector Northeast of low Zonal flow
12 2022-03-07 1221 Cold sector North of low Downstream of trough
13 2022-03-30 2118 Cold sector East of low Near ridge axis
14 2022-05-21 1110 Warm sector No closed low Downstream of trough
16 2023-02-15 0550 Cold sector East of low Downstream of trough
17 2023-02-19 1106 Unclear Southeast of low Zonal flow
18 2023-02-23 0139 Cold sector Northeast of low Zonal flow
19 2023-04-01 0357 Cold sector East of low Near ridge axis
22 2023-04-05 0809 Warm sector Southeast of low Downstream of trough
24 2020-01-25 1544 Cold sector Northeast of low Downstream of trough
25 2020-02-04 0824 Cold sector East of low (far) Zonal flow
26 2020-05-01 0435 Cold sector Between lows Downstream of trough
27 2020-12-25 1629 Cold sector South of low Downstream of trough
28 2021-02-18 1556 Cold sector North of low Downstream of trough
30 2021-12-29 0755 Cold sector East of low (far) Zonal flow
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Event 2 (Toronto) 2020/12/25 09 UTC Event 3 (Toronto) 2020/12/28 05 UTC Event 4 (Toronto) 2021/02/18 15 UTC Event 5 (Toronto) 2021/03/31 06 UTC

Event 6 (Toronto) 2021/04/28 16 UTC Event 7 (Toronto) 2021/05/01 23 UTC Event 9 (Toronto) 2022/01/27 15 UTC Event 10 (Toronto) 2022/02/25 10 UTC

Event 11 (Toronto) 2022/03/07 05 UTC Event 12 (Toronto) 2022/03/07 15 UTC Event 13 (Toronto) 2022/03/30 23 UTC Event 14 (Toronto) 2022/05/21 12 UTC

Event 16 (Toronto) 2023/02/15 07 UTC Event 17 (Toronto) 2023/02/19 13 UTC Event 18 (Toronto) 2023/02/23 03 UTC Event 19 (Toronto) 2023/04/01 06 UTC

Event 22 (Toronto) 2023/04/06 01 UTC Event 24 (NY) 2020/01/25 20 UTC Event 25 (NY) 2020/02/04 10 UTC Event 26 (NY) 2020/05/01 07 UTC

Event 27 (NY) 2020/12/25 19 UTC Event 28 (NY) 2021/02/18 19 UTC Event 30 (NY) 2021/12/29 10 UTC

250 260 270 280 290 300 310 320 330
Kelvin

Figure 3.8: ERA5 2 m equivalent potential temperature maps for all of the detected gravity
wave events, at the center time of each event. The ordering and numbering of events matches
that in Table 3.2. MSLP is contoured in white every 5 hPa. In each panel, either New York or
Toronto are shown by cyan points, depending on where the gravity wave event occurred.
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300 hPa wind speed and geopotential height for gravity wave events
Event 2 (Toronto) 2020/12/25 09 UTC Event 3 (Toronto) 2020/12/28 05 UTC Event 4 (Toronto) 2021/02/18 15 UTC Event 5 (Toronto) 2021/03/31 06 UTC

Event 6 (Toronto) 2021/04/28 16 UTC Event 7 (Toronto) 2021/05/01 23 UTC Event 9 (Toronto) 2022/01/27 15 UTC Event 10 (Toronto) 2022/02/25 10 UTC

Event 11 (Toronto) 2022/03/07 05 UTC Event 12 (Toronto) 2022/03/07 15 UTC Event 13 (Toronto) 2022/03/30 23 UTC Event 14 (Toronto) 2022/05/21 12 UTC

Event 16 (Toronto) 2023/02/15 07 UTC Event 17 (Toronto) 2023/02/19 13 UTC Event 18 (Toronto) 2023/02/23 03 UTC Event 19 (Toronto) 2023/04/01 06 UTC

Event 22 (Toronto) 2023/04/06 01 UTC Event 24 (NY) 2020/01/25 20 UTC Event 25 (NY) 2020/02/04 10 UTC Event 26 (NY) 2020/05/01 07 UTC

Event 27 (NY) 2020/12/25 19 UTC Event 28 (NY) 2021/02/18 19 UTC Event 30 (NY) 2021/12/29 10 UTC

0 20 40 60 80 100

m s-1

Figure 3.9: ERA5 300 hPa wind speed maps for all of the detected gravity wave events, at the
center time of each event. The ordering and numbering of events matches that in Table 3.2.
300 hPa geopotential height is contoured in black every 50 m. In each panel, either New York
or Toronto are shown by cyan points, depending on where the gravity wave event occurred.
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Event 2 (Toronto) 2020/12/25 09 UTC Event 3 (Toronto) 2020/12/28 05 UTC Event 4 (Toronto) 2021/02/18 15 UTC Event 5 (Toronto) 2021/03/31 06 UTC

Event 6 (Toronto) 2021/04/28 16 UTC Event 7 (Toronto) 2021/05/01 23 UTC Event 9 (Toronto) 2022/01/27 15 UTC Event 10 (Toronto) 2022/02/25 10 UTC

Event 11 (Toronto) 2022/03/07 05 UTC Event 12 (Toronto) 2022/03/07 15 UTC Event 13 (Toronto) 2022/03/30 23 UTC Event 14 (Toronto) 2022/05/21 12 UTC

Event 16 (Toronto) 2023/02/15 07 UTC Event 17 (Toronto) 2023/02/19 13 UTC Event 18 (Toronto) 2023/02/23 03 UTC Event 19 (Toronto) 2023/04/01 06 UTC

Event 22 (Toronto) 2023/04/06 01 UTC Event 24 (NY) 2020/01/25 20 UTC Event 25 (NY) 2020/02/04 10 UTC Event 26 (NY) 2020/05/01 07 UTC

Event 27 (NY) 2020/12/25 19 UTC Event 28 (NY) 2021/02/18 19 UTC Event 30 (NY) 2021/12/29 10 UTC

-1 -0.5 0 0.5 1

s-2 10-7

Figure 3.10: ERA5 300 hPa∆NBE maps for all of the detected gravity wave events, at the center
time of each event. The ordering and numbering of events matches that in Table 3.2. In each
panel, either New York or Toronto are shown by magenta points, depending on where the
gravity wave event occurred.
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NEUS winter cyclone track density
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Figure 3.11: Cyclone track density (shading) for storms in the Northeast United States (NEUS)
which brought at least 1 in of snowfall in a 24 hour period to at least two ASOS stations in the
NEUS between 1996 and 2023. Cyclones were tracked using ERA5 data following the methodol-
ogy of Crawford et al. (2021).
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Figure 3.12: Air temperature inversion layers for soundings launched at KBUF for gravity wave
events in Toronto, or at KOKX for gravity wave events in New York and Long Island, either
during or within 2 hours of a gravity wave event. Inversion layers are colored according to the
layer average lapse rate (darker colors indicate a stronger inversion). Event numbering matches
that in Table 3.2. Two soundings were launched at KBUF during event 22. Events 2-22 were in
Toronto and 24-30 were in NY.

sensors (Uccellini and Koch 1987). Unfortunately, coincident upper air soundings were not

available for events 7 and 14 when gravity waves occurred with no closed surface low anywhere

in the domain we analyzed (Fig. 3.8).

In terms of the large scale synoptic pattern aloft, 13 gravity wave events occurred down-

stream of 300 hPa troughs and upstream of 300 hPa ridges (Fig. 3.9, Table 3.3, events 2, 3, 4,

5, 10, 12, 14, 16, 22, 24, 26, 27, and 28), consistent with most gravity wave events shown by

Uccellini and Koch (1987). Six others occurred in roughly zonal 300 hPa flow regimes (events 9,

11, 17, 18, 25, and 30), and 3 gravity wave events occurred below a 300 hPa ridge (events 6, 13,

19). One gravity wave event occurred upstream of a 300 hPa trough (event 7).

Regions with large magnitude ∆NBE, regardless of sign, imply flow imbalance and the

possibility of resulting gravity wave genesis. If gravity waves are triggered by flow imbalance at
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300 hPa, they would not necessarily be observed on the ground directly beneath the trigger

area as the wave signal must reach the lower troposphere to be observed, which might require

the waves to propagate some distance vertically and horizontally. Eighteen of the 23 gravity

wave events occurred with large 300 hPa flow imbalance to the south or west (events 2, 3, 5, 6,

7, 9, 10, 11, 13, 14, 16, 18, 19, 22, 24, 25, 27, and 30) (Fig. 3.10). Considering that many of the

gravity wave events were observed to propagate from west to east (Fig. 3.5c and Table 3.2), it is

plausible that many were triggered by flow imbalance aloft.

In general, previous studies (e.g., Uccellini and Koch 1987; Koch and Dorian 1988) often

found mesoscale gravity waves east of surface lows and downstream of upper-level troughs.

Our analysis of the 23 gravity wave events in the Toronto and New York metro areas between

January 2020 and April 2023 largely agrees with those findings. In such cases, gravity waves may

have been triggered by the balance adjustment mechanism described by Zhang et al. (2001).

The gravity wave events associated with 300 hPa zonal flow with weak or no flow imbalance in

the region were likely associated with different mechanisms, such as localized latent heating

or interactions between waves propagating from farther afield (Fritts and Alexander 2003).

However, with the available observations and reanalysis data, it is not possible to determine

the gravity wave trigger mechanism with complete certainty.

Radar echo and precipitation type context for gravity waves

NWS WSR-88D radar echo corresponds to precipitation-sized particles in the resolution volume.

Only within regions with radar echo can enhanced reflectivity features and Doppler velocity

waves be detected. Table 3.4 shows the radar echo characteristics and ASOS precipitation type

context for each gravity wave event.

Eighteen (78%) of the 23 gravity wave events occurred with precipitation radar echo detected

by the nearby WSR-88D in the 0.5◦ tilt. Only 6 of these cases (events 2, 4, 10, 12, 18, and 28) co-

occurred with surface snow or mixtures including snow. Two of those cases with snow occurred

with enhanced reflectivity bands within the radar range, but in neither case was the movement

of the enhanced reflectivity bands consistent with the gravity wave phase velocity vector. For

example, radar data during event 28 indicate there was an enhanced reflectivity feature passing

over the pressure sensors, but the movement of the enhanced reflectivity feature (SW to NE)

was not consistent with the phase direction of the gravity waves (NW to SE) (Fig. 3.13 and Video

supplement Animation-Figure-S3.02).

Overall, gravity waves during surface snow were rare at our locations. Periods of snowfall at

a rate of at least 0.1 mm hr−1 (liquid equivalent) for at least 4 hours, with at most a one-hour

gap without that rate of snowfall, occurred 59 times in Toronto and 20 times in New York during

our analysis period. Fifty-one of those 59 snow storms in Toronto, and 16 of the 20 in New
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Table 3.4: Radar and precipitation context for the 23 gravity wave events detected during
our 40 month analysis period. The leftmost column is an index column, aligned with the
index column in Table 3.2. The presence of surface snow was determined using the nearest
available ASOS data (CYYZ or KJFK). Echo, reflectivity bands, and Doppler velocity waves are
considered "present" when they exist anywhere within the range of the 0.5◦ scan for the nearest
NEXRAD radar (KBUF or KOKX). Reflectivity bands and Doppler velocity waves are considered
"collocated" when they are located directly above pressure sensors and their movement is
consistent with the gravity wave phase velocity.

Event Echo Surface Surface Reflectivity Band(s) Reflectivity Band(s) Doppler Velocity Doppler Velocity
Start Present Snow Rain Present Collocated Wave(s) Present Wave(s) Collocated

2 2020-12-25 0709 Yes Yes No No No Yes Yes
3 2020-12-28 0437 Yes No Yes No No Yes No
4 2021-02-18 1418 Yes Yes No No No Yes No
5 2021-03-31 0543 Yes No Yes No No No No
6 2021-04-28 1213 No No No No No No No
7 2021-05-01 2140 Yes No Yes No No Yes No
9 2022-01-27 1415 No No No No No No No

10 2022-02-25 0816 Yes Yes No No No Yes No
11 2022-03-07 0352 No No No No No No No
12 2022-03-07 1221 Yes Yes No Yes No Yes No
13 2022-03-30 2118 Yes No Yes No No No No
14 2022-05-21 1110 No No No No No No No
16 2023-02-15 0550 Yes No Yes No No No No
17 2023-02-19 1106 No No No No No No No
18 2023-02-23 0139 Yes Yes No No No Yes No
19 2023-04-01 0357 Yes No Yes Yes No Yes Yes
22 2023-04-05 0809 Yes No Yes Yes Yes Yes No
24 2020-01-25 1544 Yes No Yes Yes Yes Yes Yes
25 2020-02-04 0824 Yes No Yes No No No No
26 2020-05-01 0435 Yes No Yes Yes Yes Yes No
27 2020-12-25 1629 Yes No Yes No No No No
28 2021-02-18 1556 Yes Yes No Yes No Yes Yes
30 2021-12-29 0755 Yes No Yes No No Yes Yes

Total Yes 18 6 12 6 3 13 5
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Figure 3.13: As in Fig. 3.4, but for KOKX at 18:30 UTC on 18 February 2021, during event 28
(gravity wave event). In this example, an elongated enhanced reflectivity feature passed over
the pressure sensor network from SW to NE during the wave event, which was inconsistent
with the gravity wave phase direction (NW to SE). An animated version of this figure is available
in the Video Supplement Animation-Figure-S3.02.
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Table 3.5: Hours with and without gravity wave events subdivided by ASOS precipitation data
during the November to May months between January 2020 and April 2023. Precipitation is
determined to be present when there was ≥ 0.1 mm hr−1 liquid equivalent precipitation was
recorded at Toronto (CYTZ precipitation type and CXTO precipitation amount) and at New York
(KJFK precipitation type and amount). Hours with either only snow or a mixture of precipitation
types containing snow are included under hours with snow.

Toronto Hours with snow Hours with other precip Hours with no precip Total
Hours with gravity wave events 15 23 48 86
Hours without gravity wave events 445 1172 16214 17831
Total 460 1195 16262 17917

New York Hours with snow Hours with other precip Hours with no precip Total
Hours with gravity wave events 4 20 13 37
Hours without gravity wave events 130 1308 16538 17976
Total 134 1328 16551 18013

York, occurred between November and February, mostly before the peak in gravity wave events

(February-May; Fig. 3.5a). In the Toronto area, there were 460 hours with at least 0.1 mm hr−1

(liquid-equivalent) of snow recorded. Of those, only 15 hours with snow were during a gravity

wave event. In the New York area, snow was recorded for 134 hours of which only 4 occurred

during gravity wave events (Table 3.5).

When surface rain was present, 3 gravity wave cases (events 22, 24, and 26) had enhanced

reflectivity features collocated and moving at a velocity consistent with the pressure waves.

During event 22, an elongated reflectivity feature crossed the pressure sensor network and

appeared to move at a velocity consistent with the gravity wave phase velocity (Fig. 3.14, and

Video supplement Animation-Figure-S3.03). The reflectivity band was an isolated feature

lasting only 2 hours in a wave event which lasted nearly 20 hours. Event 24 occurred along with

an occluded front which passed over the pressure sensor network at 20 UTC on 25 Jan 2020. We

chose categorize event 24 as a gravity wave rather than a "front" event because of the pressure

oscillations observed in the hours before the occluded front passage (Fig. 3.6). During event 26,

a narrow region of enhanced reflectivity on the trailing edge of a broader precipitation region

passed over the pressure sensors in New York near the same time as a large pressure minimum

(6:45 UTC on 1 May 2020; Fig. 3.6).

Depending on the spatial scale of gravity waves and the height and depth of the wave duct

as well as their 3D position relative to the slanting WSR-88D scans, the transient convergence

and divergence signals associated with the gravity wave’s propagating upward and downward

motions may or may not yield radar detectable Doppler velocity waves. Hence, we do not

expect a 1:1 correspondence between detected gravity waves and detected Doppler velocity

waves in the 0.5◦ elevation angle scan.
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Figure 3.14: As in Fig. 3.4, but for KBUF at 19:30 UTC on 5 April 2023 during event 22 (gravity
wave event). In this example, gravity waves moved from NW to SE while an elongated enhanced
reflectivity feature is passing over the pressure sensors in Toronto from west to east. An animated
version of this figure is available in the Video Supplement Animation-Figure-S3.03.
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Thirteen gravity wave events of the 18 gravity waves with radar echo occurred with co-

herently moving Doppler velocity waves present anywhere within the range of the nearby

WSR-88D radar. But, only five of these had Doppler velocity waves over the pressure sensors

moving at a velocity consistent with the gravity wave phase velocity (Table 3.4). Based on this

limited evidence, a subset of gravity waves may manifest a Doppler velocity wave signature.

Figure 2.2 and Eq. 2.2 suggest that any gravity wave which produces a pressure perturbation

≥ 0.5 hPa should also produce a detectable velocity wave signal. The velocity waves may not

appear in radar Doppler velocity data either because they are above or below the height of

the radar beam, or because there is strong turbulence which obscures the signal associated

with gravity waves. In Toronto, the KBUF radar beam is at a higher altitude than the KOKX

radar beam is at over New York, and 3 of the 5 gravity wave events with corresponding Doppler

velocity waves occurred in the New York pressure sensor network.

The Doppler velocity wave detection works best for waves which propagate less than half

of their wavelength between successive radar scans (Miller et al. 2022), i.e., which have a wave

period at least twice as long as the time between successive radar scans. Typical NEXRAD

volume coverage patterns have a ∼4-8 minute time between 0.5◦ elevation scans, and 12 of

the 18 gravity wave events which co-occurred with radar echo had a wave period of 16:39 or

less. Only 2 of those 12 gravity wave events were collocated with Doppler velocity waves which

propagated at a velocity consistent with the gravity wave phase velocity. Of the 6 gravity wave

events with a wave period longer than 16:39 that co-occurred with radar echo, 3 were collocated

with Doppler velocity waves which propagated at a velocity consistent with the gravity wave

phase velocity.

3.4 Conclusions

We deployed two air pressure sensor networks, one in Toronto, ON, Canada, and the other in

the New York City area and Long Island, NY, USA, to study atmospheric gravity waves. In over 3

years of data, we objectively identified 33 pressure wave events which were observed by at least

4 pressure sensors and for which there was reasonable confidence in the estimate of the wave

phase velocities. Our study examined wave amplitudes on the order of 0.5-5 hPa and wave

periods on the order of 2-67 min. These spatial and temporal scales were chosen to align with

the spatial and temporal scales of radar-observed enhanced reflectivity bands and Doppler

velocity waves, both of which were surmised to potentially be related to gravity waves (Hoban

2016; Miller et al. 2022).

A few of our detected pressure wave events were associated with frontal passages (5),

outflows (4), and a wake low (1), and the remaining 23 were gravity waves, 20 of which occurred
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in the cool season between November and April. For context, there were 20 snow storms

in the New York and 59 in the Toronto metropolitan areas over our 40 month observation

period. While limited, the evidence we have suggests a both a lack of a common associations

between reflectivity bands and gravity waves and between Doppler velocity waves and gravity

waves. Just 6 of the gravity wave events co-occurred with any surface snowfall (including trace

amounts). Only 2 of those 6 events had any enhanced reflectivity bands in the vicinity. The

spatial wavelengths of the gravity waves and enhanced reflectivity bands were similar, but in

all the cases with snow, the reflectivity bands were either not directly over the pressure sensors

or not moving at a velocity consistent with the pressure waves (Table 3.4). A subset of our

detectable gravity waves (5 of 18 gravity waves with radar echo in vicinity) may have manifested

a detectable Doppler velocity wave signature in NEXRAD data but most did not.

While the observational and reanalysis output data used cannot confirm the cause of gravity

wave genesis, most gravity wave events occurred with strong upper-level flow imbalance to

the south or west of their location, suggesting that the mechanism of balance adjustment

described by Zhang (2004) and Ruppert et al. (2022) may be relevant. The occurrence of several

gravity waves downstream of an upper level trough, on the cool side of air mass boundaries,

and with a temperature inversion in the lowest 1 km above ground level is consistent with the

findings of Uccellini and Koch (1987).

We found a strong linear relationship between amplitude and event duration for the 23

atmospheric gravity wave events detected (Fig. 3.7). A potential explanation could be that

parcels in gravity waves triggered by a larger initial perturbation might oscillate for a longer

time before returning to an equilibrium state. Further exploration of the relationship between

gravity wave amplitude and duration is a topic for future research. There may be an analogy to

seismic waves in that higher-amplitude earthquakes tend to have longer durations because of

the larger rupture area along the fault (Trifunac and Brady 1975; Herrmann 1975).

Satellite images of northeast US winter storms often show undulations in the overlying

cirrus. These undulations may be either Kelvin-Helmholtz waves or gravity waves. Kelvin-

Helmholtz waves on horizontal scales of ∼3 km could locally alter the cloud microphysical

properties (Houser and Bluestein 2011). The surface pressure should reflect changes throughout

the column of air, including gravity waves aloft. However, it is possible that gravity waves in

the upper cloud layers with periods between 3 and 67 min do occur but have their surface

pressure signals obfuscated by other perturbations. For example, if there is an unstable layer

below the layer with the gravity waves, then the pressure wave amplitude at the surface would

be reduced and obfuscated by pressure perturbations due to convective overturning (Kjelaas

et al. 1974). Wind profiler data would help to resolve whether conditions for Kelvin-Helmholtz

waves are present within the cirrus layer.
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For the New York City area in particular, the low frequency of occurrence of gravity waves

in winter storms is influenced in part by a sample bias related to the typical position of low

pressure centers off-shore. The New York City metropolitan area and Long Island are usually in

the northwest quadrant of the storm where gravity waves are not often found (Fig. 3.11). In

both Toronto and New York, most snow storms ≥ 4 h in duration occurred between December

and February, while most gravity waves were detected between February and May (Fig. 3.5a).

Whereas previous case study work examined heavy snow events that had gravity waves,

we cast a broad net by putting out pressure sensor networks for an extended time period to

see what we could "catch". Some of the previously studied winter storm gravity wave cases

(e.g., Bosart et al. 1998) are clearly not representative of typical flat-land winter storms in the

Northeast US, since of the 79 winter storms with snow that occurred over our 40 months of

observations, only 6 had detectable gravity waves. It is well established that gravity waves can

locally increase precipitation (e.g., Bosart et al. 1998; Gaffin et al. 2003; Colle 2004; Allen et al.

2013; Kingsmill et al. 2016). But, if gravity waves of a sufficient amplitude do not occur then

they are irrelevant to locally increasing snow rates. Our findings suggest that gravity waves

of amplitude ≥ 0.5 hPa are much less common in winter storms than reflectivity features on

similar spatial and temporal scales, which are present in most winter storms (Hoban 2016;

Ganetis et al. 2018).

Video supplement All animations can be viewed at: https://av.tib.eu/series/1721/
video+supplement+to+objectively+identified+mesoscale+surface+air+pressure+
waves+in+the+context+of+winter+storm+environments+and+radar+reflectivity+
features+a+3+year+analysis. Individual animations can be viewed by following the DOI

URL.

Animation-Figure-S3.01: Animated maps of (a) reflectivity, (b) Doppler velocity, (c) en-

hanced reflectivity feature detection and (d) Doppler velocity wave detection for NWS WSR-88D

radar data from Buffalo, NY, at 0.5◦ tilt, from 04:00 UTC to 11:05 UTC on 1 April 2023. In (a) and

(c), values are shown in greyscale when there is likely enhancement due to melting (Tomkins

et al. 2022). Filled blue circles indicate locations of pressure sensors which captured pressure

wave event 15, and unfilled blue circles indicate locations of pressure sensors which did not

capture the pressure wave event. This animation goes with Fig. 3.4. Title: 2023/04/01 KBUF

radar 4-panel animation. https://doi.org/10.5446/67635 (Allen et al. 2024b).

Animation-Figure-S3.02: Animated maps of (a) reflectivity, (b) Doppler velocity, (c) en-

hanced reflectivity feature detection and (d) Doppler velocity wave detection for NWS WSR-88D

radar data from Upton, NY, at 0.5◦ tilt, from 15:59 UTC to 22:26 UTC on 18 February 2021. In

(a) and (c), values are shown in greyscale when there is likely enhancement due to melting
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(Tomkins et al. 2022). Filled blue circles indicate locations of pressure sensors which captured

pressure wave event 26, and unfilled blue circles indicate locations of pressure sensors which

did not capture the pressure wave event. This animation goes with Fig. 3.13. Title: 2021/02/18

KOKX radar 4-panel animation. https://doi.org/10.5446/67765 (Allen et al. 2024a).

Animation-Figure-S3.03: Animated maps of (a) reflectivity, (b) Doppler velocity, (c) en-

hanced reflectivity feature detection and (d) Doppler velocity wave detection for NWS WSR-88D

radar data from Upton, NY, at 0.5◦ tilt, from 07:49 UTC on 5 April 2023 to 04:00 UTC on 6 April

2023. In (a) and (c), values are shown in greyscale when there is likely enhancement due to

melting (Tomkins et al. 2022). Filled blue circles indicate locations of pressure sensors which

captured pressure wave event 18, and unfilled blue circles indicate locations of pressure sen-

sors which did not capture the pressure wave event. This animation goes with Fig. 3.14. Title:

2023/04/05 KBUF radar 4-panel animation. https://doi.org/10.5446/67633 (Allen et al.

2024c).

Code and data availability Data: The specific data shown in each figure can be found at

https:doi.org/10.5281/zenodo.11286349 (Allen 2024). The pressure time series data

used throughout this publication can be found at https://doi.org/10.5281/zenodo.
8136536 (Miller and Allen 2023). The NWS NEXRAD Level-II data used in Figs. 3.4, 3.13 and 3.14

can be accessed from the National Centers for Environmental Information (NCEI) at https://
www.ncei.noaa.gov/products/radar/next-generation-weather-radar (NOAA Na-

tional Weather Service Radar Operations Center 1991). The one-minute ASOS data can be

accessed from NCEI at https://www.ncei.noaa.gov/products/land-based-station/
automated-surface-weather-observing-systems (NOAA National Centers for Environ-

mental Information 2021a), and hourly ASOS data can be accessed from NCEP at https://
madis-data.ncep.noaa.gov/. The radiosonde data used to create Fig. 3.12 can be accessed

from NCEI athttps://www.ncei.noaa.gov/products/weather-balloon/integrated-global-radiosonde-archive
(NOAA National Centers for Environmental Information 2021b).

Code: The code used for processing the pressure time series data can be found at https:
//doi.org/10.5281/zenodo.8087843 (Allen and Miller 2023).
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CHAPTER

4

BACKGROUND AND METHODS FOR

ANALYSIS OF IN SITU OBSERVATIONS OF

WINTER STORM CLOUD PROPERTIES

We plan to submit a distilled version of material in this chapter and in Chapter 5 to either Geo-

physical Research Letters or the Journal of Geophysical Research: Atmospheres. The dissertation

chapters include additional background, details on methods, and related results.

We analyzed in-cloud vertical velocities measured in situ by aircraft-mounted instruments.

Our results provide important context for the temporal and spatial scales of ice microphysics

processes as well as benchmarks for users and developers of numerical models to assess

whether the vertical air motions in winter storm simulations are being represented realistically.

Section 4.1 describes the general background and motivation for the in situ vertical velocity

analysis. Section 4.1.2 describes previous remote sensing measurements of vertical air motions

within winter storms. Section 4.2 describes our data sets in detail along with our analysis

methods. In Chapter 5, we present the distributions of in-cloud vertical velocities sampled

during IMPACTS and PLOWS including subsets within different temperature and altitudes,

and we discuss conclusions and remaining questions. Previous work has examined aircraft in

situ vertical air motions in deep convection (e.g. LeMone and Zipser 1980; Yang et al. 2016)
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and orographic precipitation (Garvert et al. 2005). To our knowledge, this study is the first

comprehensive analysis of in situ measurements of vertical velocity within flat-land winter

storms (not orographic, not lake effect).

4.1 Background and motivation

The geographic distribution of surface snowfall accumulation is sensitive to the locations

of ice mass increases and decreases within winter storms as well as to the trajectories of

precipitation-size ice particles. Quantitative precipitation forecasts of snowfall accumulations

have large uncertainties often of 100% or more (Novak et al. 2008, 2014, 2023; Greybush et al.

2017; National Weather Service 2018). Vertical air motions and relative humidity control where

and when hydrometeors are nucleated, and grow and shrink in size. We examine a large sample

size of aircraft in situ data from two recent winter storm field projects, the Investigation of

Microphysics and Precipitation for Atlantic Coast-Threatening Snowstorms (IMPACTS, 2020-

2023; McMurdie et al. 2022) and the Profiling of Winter Storms (PLOWS, 2009-2010; Rauber et al.

2014) field campaigns which obtained samples in the Northeast and Midwest United States.

We analyze vertical air motions with respect to cloud probe and radar-observed structures to

yield insights into where ice mass increases are more and less likely to occur within the storm

structures and to scrutinize the realism of mesoscale regions of "snow lofting" proposed by

Lackmann and Thompson (2019).

A key characteristic of vertical velocity within storms is that it is spatial scale-variant. Hence

in order to be clearly interpreted, observed and modeled vertical velocities values need to be

accompanied by their associated spatial scale. On synoptic (>∼ 2000 km) and larger scales, the

atmosphere is very close to hydrostatic balance, meaning that vertical air parcel accelerations

are negligible. In winter storms, there might be gradual ascent on the order of a few cm s−1 when

averaging along a warm conveyor belt (100+ km long; Browning 1971a). On convective and

smaller scales (< ∼ 10 km), the atmosphere is usually not in hydrostatic balance (Markowski

and Richardson 2010, p. 9 and Holton and Hakim 2013, p. 44). At these smaller scales, buoyancy,

turbulence, and vertical pressure gradients can yield vertical motions of several m s−1 or more. At

a given spatial scale, vertical air motions within winter storms, with the exception of orographic

and lake effect snow storms, are usually weaker than whose within deep convection.

4.1.1 Vertical velocity, snow trajectories, and snow bands

Since winds within precipitating storms were first measured by aircraft probes and Doppler

radar it has been recognized that the spatial distribution of surface precipitation is highly
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sensitive to the time between when a cloud particle reaches precipitation size and and begins

to fall and when it reaches the surface (e.g. Smith 1979; Colle and Mass 2000; Colle and Zeng

2004; Colle et al. 2005; Lackmann and Thompson 2019). Longer durations that hydrometeors

are in cloud yield more time for horizontal advection. The duration a precipitation-size particle

is within cloud has been called the cloud delay time and the residence time by different authors.

We will use "residence time" in this document.

The residence time is a function of the starting altitude where the particle first grows to

precipitation-size and starts to fall and the effective fall speeds of the particle along its trajectory.

Effective fall speed is the sum of the terminal fall speed of the particle in still air at the relevant

air pressure and the vertical air motion. Updrafts will decrease effective fall speed and increase

residence time while downdrafts will do the opposite. When the upward air velocity exceeds

the terminal fall velocity of precipitation-size hydrometeors, the hydrometeors are lofted

upward, prolonging the time it takes for precipitation to fall out of cloud. When the timescale

of snow falling to the surface is increased, the lengthening of the snow particle trajectory yields

potentially more opportunities for particle growth and/or shrinkage processes to occur.

Figure 4.1: Fitch et al. (2021) (their Figure 6). Probability density function of estimates of fall
speeds (vp ) for sparsely rimed aggregrates, moderately rimed particles, and graupel based
on observations from a wind-shielded Multi-Angle Snowflake Camera in conditions of light
horizontal wind speeds Usfc.
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Fitch et al. (2021) and Garrett and Yuter (2014) used a Multi-Angle Snowflake Camera (MASC)

to measure the fall speed distributions of unrimed aggregates, rimed particles, and graupel.

Fitch et al. (2021) additionally compared their MASC-measured fall speeds to the Doppler

velocities measured by a vertically-pointing Ka-band radar. For aggregates, rimed particles,

and graupel of maximum dimension between ∼1 and 8 mm diameter, fall speeds usually vary

between about -0.5 to 1.5 m s−1, with the mode of the distribution between 0.5 and 1 m s−1. The

median fall speeds varied slightly dependent on surface wind speed and turbulence. Snow fall

speed is only sensitive to particle size in nearly still air (Garrett and Yuter 2014). These high

quality measurements show that upward air motions of at least 0.5 m s−1 are required to loft

most precipitation-size ice particles.

Figure 4.2: Lackmann and Thompson (2019) (their Figure 1) idealized conceptual model
illustrating vertical cross-section of vertical air motions and snow water mixing ratios for snow
storm structures a) with lofting and b) without lofting of precipitation-size ice. Relative snow
mixing ratio shown in blue shading. Vertical velocity shown as dark red shading with contours
labeled. In a) vertical velocity contour interval is 1 m s−1. Arrows show approximate vertical
and horizontal length scales. Estimated aspect ratio of cross-section is 16:1.

For a typical warm front sloped at a grade of 1/300 (Markowski and Richardson 2010, p. 122),

the horizontal velocity of air impinging on that front would need to be at least 150 m s−1 in order

for the mean vertical velocity caused by the upglide over the front surface to reach 0.5 m s−1.

Because such fast horizontal air velocities do not occur in the troposphere, some combination

of frontogenetical circulation, buoyant accelerations, turbulence, and wave motions would be

required to induce upward motion reaching 0.5 m s−1 in winter storms.

Lackmann and Thompson (2019) put forth a conceptual model advocating for the impor-

tance of lofting of precipitation-size ice particles over broad (∼ 25 km) horizontal scales (Fig.

4.2). The underpinning assumption of a prime importance of snow lofting to surface precipita-
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tion is that regions with vertical motions exceeding 0.5 m s−1 over horizontal scales of 10s of km

commonly exist in winter storms. Lackmann and Thompson (2019) stated, "Observational

studies of winter cyclones document the occurrence of upward vertical air velocities in excess

of 1 m s−1 in several storm-relative regions (e.g., Cronce et al. 2007; Rosenow et al. 2014; Rauber

et al. 2017)." Lackmann and Thompson (2019) did not explicitly discuss the horizontal scale

of updrafts. Rosenow et al. (2014) and Rauber et al. (2017) found updrafts that were generally

up to 1-2 km in horizontal scale. Based on Figure 4.2a (Lackmann and Thompson 2019, their

Fig. 1), observed updrafts ≥ 0.5 m s−1 on 20 to 25 km horizontal scales would commonly occur

near snow bands. In contrast, the Novak et al. (2008) modeling study illustrated vertical veloc-

ities exceeding ∼0.6 m s−1 at horizontal scales of only a few km wide near a snow band. The

naturally occurring horizontal scales of updraft envelopes capable of lofting snow can directly

assessed with the aircraft measurements from IMPACTS and PLOWS. In this study, we will use

those aircraft measurements to evaluate how commonly updrafts capable of lofting snow on

horizontal scales of 10s of km occur in flat-land winter storms.

4.1.2 Remote sensing analyses of winter storm vertical velocities

Several winter field projects have used wind profilers and Doppler radars to estimate vertical

air motions at horizontal scales from 10s of m to ∼1 km. Estimation of the vertical air motions

from airborne and ground-based vertically-pointing sensors is complicated by the varying fall

speeds of precipitation within the radar resolution volume (Gossard 1988, 1994; Gossard et al.

1990; Rosenow et al. 2014) and by airborne radar pointing angle errors (e.g., Rauber et al. 2017).

Cronce et al. (2007) used a ground-based 915-MHz wind profiler to sample vertical velocities

in three winter storm cases. The profiler was positioned to measure bands of enhanced radar

reflectivity on the north side of cyclones. The vertical resolution of the profiler was 105 m.

The profiler had a half-power beamwidth of 9◦, so the horizontal resolution at 2, 4, and 6 km

altitudes was 310, 620, and 940 m, respectively. Cronce et al. (2007) analyzed vertical velocity

derived from wind profiler data when enhanced reflectivity bands passed overhead. Within the

9 heavy reflectivity features (maxima in signal to noise ratio > 7 dB) they sampled 1515 total

data points. Their measured vertical velocities ranged from -4.3 to 6.7 m s−1, and 35% of their

measured vertical velocities exceeded 1 m s−1 (Cronce et al. 2007, their Fig. 14). The overall

mean vertical velocity in their measurements within precipitation bands was 0.6 m s−1. Oue et al.

(2024) used ground-based vertically-pointing Ka-band radar with a vertical gate spacing of 15 m

to characterize updraft velocities. The radar half-power beamwidth was 0.32◦, corresponding

to a horizontal resolution at 2, 4, and 6 km altitudes of 11, 22, and 33 m, respectively. They

found that updrafts, defined as upward Doppler velocity (vertical air motion + particle fall
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speed)≥ 0.4 m s−1, were mostly< 20 s in the time-height data, corresponding roughly to< 500 m

in horizontal scale, in four winter storm cases (Oue et al. 2024, their Fig. 5).

Rosenow et al. (2014) used airborne W-band radar data obtained by the NCAR C-130 aircraft

to characterize vertical air motions in three Midwest United States winter storms, with a focus

on the comma head region on the north side of the cyclone and on cloud-top generating cells.

Their radar data had a 15 m vertical range gate spacing and a 0.7◦ beamwidth corresponding

to a horizontal resolution at 2, 4, and 6 km distances from the aircraft of 24, 48, and 72 m,

respectively. Within generating cells in the highest ∼1.5 km of cloud radar echo, they found

maximum vertical motions between 1 and 2 m s−1 (Rosenow et al. 2014, their Figs. 8 and 10).

Below the generating cells, they found much weaker vertical motions within updrafts, on the

order of 0.1-0.2 m s−1 (Rosenow et al. 2014, their Figs. 8 and 10). Rosenow et al. (2014) also

sampled discrete cells of elevated convection above a 1 km deep rain layer. The base of the

elevated convection was ∼4-5 km below echo top, on the south side of the comma head region

of the cyclone. Within the elevated convection, updrafts with peak velocities as strong as 7 m s−1

on 1 km horizontal scale were found (Rosenow et al. 2014, their Fig. 19). Rauber et al. (2017)

used the HIAPER Cloud Radar, an airborne W-band radar, to sample a winter storm with heavy

snow in the northeast United States. There were updrafts sampled in that case as strong as

5 m s−1 (when accounting for ∼1 m s−1 particle fall speeds) at 1 km horizontal scale and 1 km

vertical scale associated with Kelvin-Helmholtz waves and generating cells (Rauber et al. 2017,

their Fig. 10). The Kelvin-Helmholtz waves and generating cells were usually no more than

1-2 km wide.

4.1.3 Goals of this study

Several studies have quantitatively characterized the strengths and scales of vertical air motion

in cumulus environments using in situ aircraft data (e.g., LeMone and Zipser 1980; Yang et al.

2016; Qin et al. 2023). Previous analyses of vertical air motions in winter storms have tended to

utilize remote sensing data to examine small segments of storms (e.g., Rosenow et al. 2014;

Rauber et al. 2017). Here, we are using in situ vertical velocity data from 42 research flights

during the IMPACTS and PLOWS field campaigns to characterize the vertical air motions in

flat-land winter storms. We will particularly focus on the portion of the storm with upward

motion ≥ 0.5 m s−1, including the horizontal scales of individual updrafts ≥ 0.5 m s−1. We are

aiming to address what strengths and horizontal scales of updrafts are common and recurrent

in flat-land winter storms.
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4.2 Data and methods

Our data come from the NASA Investigation of Microphysics and Precipitation for Atlantic

Coast-Threatening Snowstorms (IMPACTS, 2020-2023; McMurdie et al. 2022) and the NSF

Profiling of Winter Storms (PLOWS, 2009-2010; Rauber et al. 2014) field campaigns. IMPACTS

and PLOWS conducted research flights into winter storms primarily in the Northeast and

Midwest United States, respectively.

4.2.1 In situ measurements of vertical velocity

Vertical air motions measured in situ by aircraft probes are not affected by nearby precipitation

fall speeds. The inertial navigation system (Barrick et al. 1996) and GPS are used to precisely

measure the Earth-relative velocity of the aircraft. Horizontal spatial resolution of the in situ

measurements is a function of sampling frequency and air speed. Vertical resolution of the

probe is typically representative of a few meters.

During IMPACTS, the NASA Airborne Science Program’s P-3 Orion was used to collect in

situ measurements of cloud properties and ambient conditions on 40 total science flights

in 2020, 2022, and 2023 (McMurdie et al. 2022). We used the subset of 30 IMPACTS flights

that sampled surface snow-producing winter storms. The 3-D wind vector was measured

in situ on the P-3 using the Turbulent Air Motion Measurement System (TAMMS), which is

comprised of 5 pressure ports located on the nose of the aircraft which allow for the aircraft-

relative flow to be determined, a high-resolution inertial and satellite navigation systems

which measure the aircraft velocity relative to Earth, and a data logging system (Barrick et al.

1996). The TAMMS data acquired during IMPACTS are at 20 Hz frequency (i.e., measured every

0.05 s) with±0.5 m s−1 uncertainty in vertical velocity (Lee Thornhill, personal communication).

For this analysis, we use 1 s samples of vertical velocity (i.e., averages of 20 vertical velocity

measurements) to smooth out random noise in the data. Based on typical aircraft ground-

relative speeds, 1 s corresponds to about 100 m spatial scale.

For PLOWS, the National Science Foundation/National Center for Atmospheric Research

(NSF/NCAR) C-130 was equipped with both remote sensing and in situ instrumentation for 18

science flights in 2009-10 Rauber et al. (2014). We used data from the subset of 12 flights that

sampled surface snow-producing winter storms. Similar to the TAMMS used in IMPACTS, the

C-130 was equipped with a gust probe located on the radome of the aircraft and an inertial

navigation system which provided measurements of the 3-D wind vector. The PLOWS data are

archived at a 1 Hz. The 1 Hz measurements correspond to about 100 m spatial scale.

To analyze only the vertical velocity data which are most reliable, we define straight and

level flight legs. Measurements during turns, ascents, and descents are excluded. We use the
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same definition of straight and level flight legs for both IMPACTS and PLOWS. The aircraft (P-3

or C-130) must have a pitch angle between -2◦ and 2◦ and a roll angle between -4◦ and 4◦. If

there is a gap shorter than 5 s between any two straight and level flight legs, the two legs are

joined together (i.e., the gap is also considered straight and level). We also exclude data from

the transit flight legs between the aircraft base location and the targeted sampling region. In

general, we will only analyze data sampled at air temperatures < 0◦C.

4.2.2 Coordinated remote-sensing data from NASA ER-2

For broader context to the in situ measurements made on the NASA P-3, we also use data

from the NASA ER-2 flown during IMPACTS. The ER-2 was equipped with downward-pointing

remote-sensing instrumentation with the goal of flying in coordination with (i.e., directly

above) the P-3 (McMurdie et al. 2022; Heymsfield et al. 2024). We use data from the NASA

Goddard Space Flight Center’s Cloud Radar System (CRS; McLinden et al. 2021), a W-band

(94 GHz), polarimetric Doppler cloud radar on the ER-2. We use reflectivity and Doppler

velocity data from the CRS during straight and level ER-2 flight legs when the ER-2 and P-3

were well-coordinated, defined by ≤ 3 km horizontal distance and ≤ 5 min time gap between

the two aircraft. The edge of CRS echo (where reflectivity ∼ -20 dBZ) provides an estimate of

the cloud boundary. When the P-3 and ER-2 were well-coordinated and the P-3 was within

CRS echo, the P-3 distance from echo top was calculated as the vertical distance from the P-3

altitude to the nearest above altitude where CRS reflectivity < -20 dBZ within the column.

4.2.3 Cloud probe data and cloud definition

For IMPACTS, we use data from the 2-Dimensional Stereo probe (2D-S; Lawson et al. 2006)

and Cloud Droplet Probe (CDP; Lance et al. 2010) to determine when the P-3 was flying in

cloud. The 2D-S detected cloud and precipitation particles 10-3000 µm in diameter, and the

CDP detected cloud particles 2-50 µm in diameter (McMurdie et al. 2022). When either probe

measured a total number concentration (NT ) ≥ 10−3 cm−3, we consider the P-3 to have been

in cloud at that time. In the example shown in Fig. 4.3, changes in the 2D-S total number

concentration correspond to whether the P-3 was was in regions just above cloud echo (at

∼50 km along the flight leg), higher reflectivity in cloud (at ∼75 km along the flight leg) and

lower reflectivity in cloud (at ∼115 km along the flight leg).

From the NCAR C-130 during PLOWS, we use a combination of a CDP to detect cloud

particles 2-50 µm in diameter and data from the 2-Dimensional Optical Array Cloud Probe

(2D-C; UCAR/NCAR - Earth Observing Laboratory 2024) to detect cloud particles 25-800 µm in
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Figure 4.3: P-3 in situ and ER-2 radar data from for a well-coordinated flight leg segment
during the IMPACTS mission on 23 January 2023 from 1435 to 1445 UTC. In this flight leg, the
P-3 flew through a layer of near cloud-top generating cells. (a) 2D-S total number concentration
(logarithmic scale), the in-cloud threshold (10−3 cm−3) is shown by a dashed horizontal line.
(b) TAMMS vertical velocity. Dashed horizontal line at 0.5 m s−1 indicates the updraft threshold
definition. In-cloud updraft envelopes are indicated by purple shading. (c) CRS reflectivity.
P-3 flight leg segments where the TAMMS vertical velocity ≥ 0.5 m s−1 are indicated by black
horizontal lines bounded by vertical bars. (d) CRS Doppler velocity, where positive values
indicate upward motion. TAMMS vertical velocity is shown using colored points. Aspect ratio
is 3:1 for panels (c)-(d).

87



diameter. Similar to IMPACTS, we consider the C-130 to have been in cloud when either the

2D-C or CDP measured NT ≥ 10−3 cm−3.

Across all the science flights during IMPACTS that we analyzed, there were 39.6 hours

(142,614 1-second samples) of in-cloud vertical velocity data along 430 straight and level flight

legs. For PLOWS, there were 22.8 hours (82,107 1-second samples) of in-cloud vertical velocity

data along 779 straight and level flight legs.

4.2.4 Updraft envelope definition

Prior studies of updrafts and downdrafts in convective clouds have defined and identified

continuous envelopes of vertical velocities meeting given thresholds. For updrafts, LeMone and

Zipser (1980) identified envelopes within the vertical velocity time series which continuously

exceeded 0 m s−1 for ≥ 500 m and 0.5 m s−1 for ≥ 1 s (at least ∼100 m). Yang et al. (2016) used

a 0.2 m s−1 threshold to account for measurement uncertainty, and they removed the 500 m

diameter requirement in order to capture smaller updrafts.

We use a similar method to Yang et al. (2016) to identify updraft envelopes, but we use a

0.5 m s−1 threshold for updrafts to account for measurement uncertainty. This threshold also

represents a lower-end estimate for the terminal fall speed of precipitation size ice particles

(Garrett and Yuter 2014; Fitch et al. 2021). While Yang et al. (2016) combined updraft envelopes

that were separated by a distance ≤ 50 m, we skip this step because our data are at 1-second

intervals (Yang et al. 2016’s data were at 0.04-second intervals), and the P-3’s typical ground

speed was roughly 100 m s−1. Fig. 4.4a-b is an example of updraft envelope identification for

P-3 flight leg about 2 km below the cloud-top generating cells. This flight leg was entirely within

cloud (2D-S total number concentration≥ 10−3 cm−3). Eight updraft envelopes were identified.

For each updraft envelope, we compute the integrated upward mass flux (φupward in kg m−1 s−1)

using Eq. 4.1:

φupward =ρw̄ Lupdraft (4.1)

where ρ (kg m−3) is the air density, w̄ (m s−1) is the mean vertical velocity within the updraft

envelope, and Lupdraft (m) is the length of the updraft envelope. ρ is calculated from the ideal

gas law using the virtual temperature (Tv in K) using Eq. 4.2:

ρ =
p

Rd Tv
(4.2)

where p (Pa) is the air pressure, Rd is the dry air gas constant (287 J kg−1 K−1). Tv is calculated
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Figure 4.4: As in Fig. 4.3, but for a well-coordinated flight leg on 23 Jan 2023 from 1535 to 1546
UTC when the P-3 flew through the middle of the cloud layer, about 2 km below the cloud-top
generating cells.
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from the air temperature (T in K) and water vapor mixing ratio (q , unitless) using Eq. 4.3:

Tv = (1+ ϵq )T (4.3)

where ϵ is the ratio between the molecular mass of water and dry air (∼0.61).

4.2.5 ERA5 reanalysis data and forcing/instability metrics

We use ERA5 reanalysis data (Hersbach et al. 2020) to obtain the large-scale context for the

in situ aircraft data. ERA5 data are output on a 0.25◦ grid globally at 1 h intervals. The data

are available on either a single level (e.g., 2-meter temperature, 10-meter wind components;

Hersbach et al. 2023b) or on pressure levels (e.g., 800 hPa temperature and wind components;

Hersbach et al. 2023a).

To track surface lows, we used the algorithm from Crawford et al. (2021) with ERA5 mean

sea level pressure (MSLP) data (Tomkins et al. 2024a). The low-relative position of the P-3 was

calculated from the surface low tracks for each IMPACTS case.

We used ERA5 data to characterize different types of forcing and instability, including fronto-

genesis, Kelvin-Helmholtz instability, potential instability, and local and non-local conditional

instability. Frontogenesis describes the rate at which the gradient of a scalar field, e.g. potential

temperature (θ in K), is changing with time in a parcel-following framework. We calculated 2D

frontogenesis (F2D in K m−1 s−1) following Novak et al. (2004), who used a simplified form of the

equations from Miller (1948):

F2D =
1

|∇⃗θ |
[−
∂ θ

∂ x
(
∂ u

∂ x

∂ θ

∂ x
+
∂ v

∂ x

∂ θ

∂ y
)−
∂ θ

∂ y
(
∂ u

∂ y

∂ θ

∂ x
+
∂ v

∂ y

∂ θ

∂ y
)] (4.4)

where |∇⃗θ | is the magnitude of the horizontal gradient of θ (K m−1), and u and v are the

zonal and meridional components of the flow (in m s−1), respectively. Positive frontogenesis is

indicative of forcing for ascent associated with frontal circulations (Lackmann 2011, p. 140).

Kelvin-Helmholtz instability describes the presence of vertical shear instability within a

statically stable layer. When shear instability is released, there is an extraction of energy from

the mean flow. Initially, a thin layer of strong vertical wind shear (horizontal vorticity) is present,

i.e., a "vortex sheet". Then, after the shear instability is released, there are discrete, roughly

circular patches of vorticity. A necessary, but not sufficient, condition for Kelvin-Helmholtz

instability to be present is the gradient Richardson Number (Ri, unitless) must be less than

0.25. Ri is the ratio between the squared Brunt–Väisälä frequency (N 2 in s−2) and the square

of the vertical gradient of the mean horizontal wind [( ∂ ū
∂ z )

2 in s−2] (Markowski and Richardson
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2010, pp. 58-66):

Rim =
N 2

m

( ∂ ū
∂ z )2

(4.5)

Because our focus is on in-cloud conditions, we will calculate the moist Richardson number

(Rim , unitless) using the moist Brunt–Väisälä frequency (N 2
m ). We calculate N 2

m using:

N 2
m =

g

θ̄e

Γm
Γd

∂ θ̄e

∂ z
(4.6)

where θ̄e (K) is the equivalent potential temperature, Γm (K m−1) is the moist adiabatic lapse rate,

Γd is the dry adiabatic lapse rate (9.8 K km−1), and g is gravitational acceleration (9.81 m s−1). We

use the pseudoadiabatic lapse rate (Γp s in K m−1) to approximate Γm (American Meteorological

Society 2024):

Γps = g
(1+ rv )(1+

Lv rv
RT )

cpd + rv cpv+
L 2

v rv (ϵ+rv )
RT 2

K

(4.7)

where rv (unitless) is the water vapor mixing ratio, Lv is the latent heat of evaporation (2.501

× 106 J kg−1), R is the gas constant for dry air (287 J kg−1 K−1), TK is the temperature in K, cpd

is the specific heat of dry air at constant pressure (1005.7 J kg−1 K−1), cpv is the specific heat of

water vapor at constant pressure (1860 J kg−1 K−1), and ϵ is the ratio between the molecular

mass of water and the molecular mass of dry air (0.61). We calculate θe in K following Eq. 43

from Bolton (1980):

θE = TK (
1000

p
)0.2854(1−0.28∗10−3rv ) ∗exp[(

3.376

TL
−0.00254) ∗ rv (1+0.81 ∗10−3rv )] (4.8)

where p is the air pressure in hPa. TL is the temperature at the lifting condensation level,

approximated using Eq. 15 from Bolton (1980):

TL = 56+
1

1
TD−56 +

ln(TK /TD )
800

(4.9)

where TD is the dew point temperature. TK , TL and TD are all in K.

Potential instability can occur where dry air is present over moist air and the layer of moist

air is lifted. The lifted moist air cools at the moist adiabatic lapse rate and the lifted dry air

above cools at the dry adiabatic lapse rate. This means that the dry air at the top of the layer will

cool more quickly than the moist air at the bottom of the layer and thus the bottom of the layer

will become warmer than the top of the layer. Potential instability is defined where ∂ θe
∂ z < 0.

The local environment is conditionally unstable if a saturated air parcel perturbed upward

would gain a positive buoyant acceleration or alternately if a parcel perturbed downward would
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gain a negative buoyant acceleration and thus accelerate away from its original altitude. Local

conditional instability is present if the local environmental lapse rate (Γ ) is between the moist

(Γm ) and dry (Γd ) adiabatic lapse rates. In effect, conditional instability is present where the

vertical gradient of the saturation equivalent potential temperature (θ ∗e ) is negative (
∂ θ ∗e
∂ z < 0).

We calculate θ ∗e in the same way as θe , except with the assumption that the air is saturated (i.e.,

TD = TK = TL ).

θ ∗e = TK (
1000

p
)0.2854(1−0.28∗10−3rv ) ∗exp[(

3.376

TK
−0.00254) ∗ rv (1+0.81 ∗10−3rv )] (4.10)

If local conditional instability is present, then non-local conditional instability may also

be present over some depth (Stull 1993). As long as the parcel in a conditionally unstable

environment remains warmer than the environment, once it is perturbed upward, it will

continue to accelerate upward due to positive buoyancy. For a given altitude, there is non-local

conditional instability to upward parcel motion if θ ∗e is higher at any level below that altitude.

4.2.6 Potential sampling biases with in situ aircraft data

With aircraft-mounted, in situ instruments, we are only able to sample along lines through the

storms, representing a tiny portion of the total 3D storm volume. In practice, it is difficult for

aircraft in situ data to comprehensively sample the 3D storm volume. PLOWS in particular and

IMPACTS to a extent targeted regions where upward motions and ice growth were expected.

Hence, their observed updraft distributions are likely upper bounds on what would be present

over the entire storm volume. Winter storms over flat land with snow at the surface generally

have weaker updrafts and turbulence than deep convection. For safety, regions with severe

turbulence are avoided during research flight missions. Severe turbulence only occurred during

one IMPACTS flight leg where strong Kelvin-Helmholtz waves were present over the Gulf of

Maine (Matthew Miller, personal communication).

Measurements of updraft breadth by in situ instruments are subject to underestimation

because the aircraft will usually not perfectly bisect an updraft. We can quantify this by consid-

ering an idealized case with a spherical updraft with diameter D and vertical velocity≥ 0.5 m s−1.

We assume that the aircraft’s path through this spherical updraft is a straight line which misses

the center of the updraft by a distance h . The updraft breadth measured by the aircraft is the

length of this straight line, Lupdraft, which can be calculated as:

Lupdraft =
p

D 2−4h 2 (4.11)

Then, we can calculate the distribution of measured updraft breadths for many random air-
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Figure 4.5: The location of 1000 randomly generated aircraft passes through an idealized
spherical updraft, such that the likelihood of the aircraft passing through a given subregion
of the cross-section is proportional to the area of that subregion. Cross-section through the
center of the sphere in the xz-plane where the aircraft is traveling in the y-direction (shown by
aircraft silhouette). Points are colored by the length of the aircraft’s path through the sphere
(Lupdraft), relative to the actual diameter of the sphere (D ).

craft passes through the updraft (Fig. 4.5). We assume that h is distributed such that within the

cross-section of the spherical updraft which contains the sphere’s center and is perpendicular

to the aircraft path, the number of random aircraft passes within a region of the cross-section

is proportional to the area of that region. In other words, the probability of the aircraft passing

within a distance s of the sphere’s center is:

P (h < s ) =
πs 2

π(D2 )2
=

4s 2

D 2
(4.12)

The cumulative distribution function (CDF) of Lupdraft is P (Lupdraft < Λ), where Λ is the pro-

portion of the actual updraft diameter in (0, D ). From Eq. 4.11, this can be rewritten as

P (
p

D 2−4h 2 <Λ). Rearranging this gives:

P (Lupdraft <Λ) = 1−P (h <

p
D 2−Λ2

2
) (4.13)
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After substituting Eq. 4.12 into Eq. 4.13 and simplifying:

P (Lupdraft <Λ) = 1−
4(
p

D 2−Λ2

2 )2

D 2
= (
Λ

D
)2 (4.14)

CDF of L
updraft
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0
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1

Figure 4.6: Theoretical cumulative distribution function (CDF) of the measured length of an
updraft (Lupdraft) by an aircraft randomly passing through a spherical updraft with diameter D ,
relative to D , according to Eq. 4.14.

This means that using aircraft in situ data, the probability of measuring an updraft breadth

smaller than some proportion of D is equal to the square of that proportion. For example, if an

actual updraft is 1 km across, then 25% of random aircraft passes through that 1 km updraft

will measure the updraft to be < 0.5 km across. Similarly, since 0.72 = .49, then 49% of random

aircraft passes will measure that 1 km updraft to be < 0.7 km across.

To calculate the probability density function (PDF) of Lupdraft , we differentiate the CDF with

respect to Λ:

PDF(Lupdraft) =
d [P (Lupdraft <Λ)]

dΛ
=

2Λ

D 2
(4.15)

In reality, the regions where vertical velocity ≥ 0.5 m s−1 in winter storms will be irregularly

shaped. Analytically calculating the distribution of Lupdraft for an irregularly shaped updraft
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region would be impractical, if not impossible. A sphere is a convenient shape for these calcu-

lations as it is rotationally symmetrical, and is likely a reasonable approximation for cloud-top

generating cells. One could imagine an oblong updraft region associated with Kelvin-Helmholtz

waves. For an oblong shape, the aircraft would be more likely to measure an updraft breadth

longer than the minor axis but shorter than the major axis.

The updraft envelopes identified from in situ data following Sect. 4.2.4 will all represent

underestimates of the real horizontal breadth of updrafts. Assuming spherical updraft shapes,

then 25% of the measured updraft envelope lengths will be below half the actual updraft breadth

(Fig. 4.6). If one doubled the length of each of the measured updraft envelope lengths, then

it would overestimate the actual updraft breadth for 75% of the updrafts. If one multiplied

the length of the measured updraft envelope by 3.2, then it would overestimate the actual

updraft for 90% of the updrafts. As a rough rule of thumb, multiplying the breadth by 3.2 will

overcompensate for underestimates of updraft breath because the aircraft did not exactly bisect

an updraft.
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CHAPTER

5

IN-CLOUD VERTICAL VELOCITY

CHARACTERISTICS IN WINTER STORMS

5.1 Results

5.1.1 Vertical velocity measurements and context for individual flight legs

Representative flight legs within and below generating cells for conditions with snow at the

surface highlight key differences in the vertical velocity structures and large scale instabilities.

For the IMPACTS flight leg on 23 January 2023 1435-1445 UTC, cloud top varied between 5 to

7 km altitude (Fig. 4.3). As the aircraft flew in and out of cloud at 5 km altitude, cloud particle

concentrations varied from near zero outside of cloud to 10−1 cm−3 in cloud. Updraft envelopes

were frequent and narrow in regions with generating cells with upward motion ≥ 0.5 m s−1

being broken up by intermittent measurements < 0.5 m s−1 (around 20-40 km, 70-80 km, and

125 km along leg distance). The horizontal scales of updrafts near 2 m s−1 were only a few

hundred meters. Based on on ERA5 reanalysis (Fig. 5.1a), there was negative frontogenesis (i.e.,

frontolysis) present at the P-3 flight level. Much of the flight leg was through a region where

Rim < 0.25, meaning that Kelvin-Helmholtz instability may have been present (Fig. 5.1b). There

was also weak local potential and conditional instability at or just above the P-3 flight level
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ERA5 (01/23 15 UTC) cross-section along P-3 flight leg at 2023/01/23 14:35-14:47 UTC
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(b) Moist Richardson Number
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(c) Potential Instability
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(e) Vertical Velocity
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(f) MSLP and 700 hPa frontogenesis
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Figure 5.1: (a) 2D Frontogenesis [K (100 km)−1 hr−1], (b) Rim (unitless), (c) ∂ θe
∂ z (K km−1), (d)

∂ θ ∗e
∂ z (K km−1), and (e) vertical velocity (Pa s−1 where upward motion is negative) obtained or

calculated from ERA5 data along a cross-section corresponding to the flight leg shown in
Fig. 4.3, in which the P-3 flew through a layer of cloud-top generating cells. In panels (c) and
(d), the zero contour is shown, and red shading indicates potential and conditional instability,
respectively. In (a)-(e), the P-3 flight level is indicated by a thin line, and observed in-cloud
updrafts≥ 0.5 m s−1 are indicated by thick lines. Aspect ratio is 3:1. (f ) Map of the flight leg (blue),
MSLP (contoured in black every 5 hPa), and 700 hPa frontogenesis [shaded, K (100 km)−1 hr−1].
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ERA5 (01/23 16 UTC) cross-section along P-3 flight leg at 2023/01/23 15:31-15:47 UTC
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(b) Moist Richardson Number
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(c) Potential Instability
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(d) Conditional Instability
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(e) Vertical Velocity
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(f) MSLP and 700 hPa frontogenesis
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Figure 5.2: As in Fig. 5.1, but for the flight leg shown in Fig. 4.4, in which the P-3 flew below a
layer of cloud-top generating cells.
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(Fig. 5.1c-d). This all suggests that the updrafts encountered by the P-3 during this flight leg

are associated with release of some type of local instability, rather than any larger-scale or

persistent upward motion.

The IMPACTS flight leg on 23 January 2023 1535-1546 UTC was entirely within cloud (Fig.

4.4) and had cloud particle concentrations near 10−2 cm−3. Cloud top was close to 7.5 km

for most of the leg. The P-3’s flight altitude (3 km) was at least 1 km the below the layer with

generating cells. At this altitude, the P-3 encountered few updraft envelopes stronger than

0.5 m s−1. Based on ERA5 reanalysis (Fig. 5.2bcd), 3 km altitude was stable for shear, poten-

tial, and conditional instabilities. Weak frontogenesis was present (Fig. 5.2a) yielding vertical

velocity ≥ 0.5 m s−1 only within a few small segments of the flight leg.

In Appendix A, we present several more examples of cross-sections of frontogenesis, moist

Richardson number, potential instability, conditional instability, and vertical velocity from

ERA5 data along P-3 flight legs. We include in-cloud flight legs where the minimum ERA5

2-meter temperature was > 0◦C and where there the P-3 either sampled relatively strong

frontogenesis [(]∼2 K (100 km)−1 hr−1 or more] or sampled several updrafts ≥ 0.5 m s−1. Overall,

IMPACTS did not sample the type of extreme frontogenesis [> 5 K (100 km)−1 hr−1] found in,

e.g., the cases analyzed by Novak et al. (2008) or Lackmann and Thompson (2019). Such cases

are difficult to sample because of their rarity and aircraft flight level restrictions.

5.1.2 Distributions of vertical velocity measurements

IMPACTS primarily sampled snow-producing storms in the Northeast United States, with a few

flights sampling over the Midwest, while PLOWS primarily sampled over the Midwest United

States (Fig. 5.3a-b). These two field projects are the primary research aircraft in situ data sets

for flat-land winter storms with snow reaching the surface in the US. The vertical air motion

distributions sampled during these projects are the best evidence of natural conditions within

these winter storms available.

Overall, the in-cloud vertical velocity distributions show mean and median values of a few

cm s−1 and less than 10% of the measurements are capable of lofting snow ( ≥ 0.5 m s−1). The

distribution of in-cloud vertical velocity measurements during IMPACTS was centered near

0 m s−1 (mean: 0.04 m s−1, median: 0.03 m s−1), while the distribution for PLOWS was centered

at slightly higher values (mean: 0.12 m s−1, median: 0.09 m s−1). It is likely that the slightly

higher mean and median values in PLOWS as compared to IMPACTS relate to PLOWS aircraft

specifically targeting altitudes with generating cells whereas IMPACTS had an observation

strategy that included sampling at multiple altitudes and temperatures. We found a broader

distribution of in-cloud vertical velocities sampled during IMPACTS than during PLOWS (stan-
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(a) IMPACTS level flight legs in cloud (b) PLOWS level flight legs in cloud

(c) PDFs of in situ vertical velocity measurements in cloud
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Figure 5.3: Top row: Maps of level flight legs in cloud with air temperature < 0◦C sampled
during (a) IMPACTS and (b) PLOWS. Bottom row: In-cloud vertical velocity measurements
taken on level flight legs during IMPACTS and PLOWS, (c) probability density function (PDF)
and (d) cumulative density function (CDF).

dard deviations of 0.56 and 0.38 m s−1, respectively; Fig. 5.3c). Only 9.1% of all in-cloud vertical

velocity measurements during IMPACTS, and 7.5% during PLOWS, were ≥ 0.5 m s−1 (Fig. 5.3d).

In-cloud downdrafts were less common than in-cloud updrafts, especially during PLOWS. Just

6.3% of in-cloud vertical velocity measurements during IMPACTS, and 2.6% during PLOWS,

were ≤ -0.5 m s−1.

In analysis of winter storm aircraft in situ data, there are several ways to sort the data: by

air temperature, by altitude above the surface, or by altitude below cloud top. Since cloud top

altitudes can vary by several km even within the same storm, and the layer with generating

cells tends to follow the cloud top, we have found that sorting by distance from cloud top to

be more useful in interpreting physical processes than sorting by air temperature (Fig. 5.4).

Points sampled < 3 km below CRS cloud echo top were about twice as likely to have vertical

air motion ≥ 0.5 m s−1, either upward or downward, than points sampled farther below cloud

echo top (Fig. 5.4). Within 3 km of CRS echo top, 13.8% of the points sampled during IM-

PACTS had upward vertical velocity≥ 0.5 m s−1, compared to 6.5% of the points sampled> 3km

below CRS echo top. For downdrafts, 8.9% of points < 3 km below echo top had vertical veloc-

ity ≤ −0.5 m s−1, compared to 4.1% of points > 3 km below echo top.
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Figure 5.4: 2D histogram of in situ vertical velocity against the P-3 distance below CRS echo top
height for in-cloud samples with air temperature < 0◦C during IMPACTS only. The number of
points in each bin is normalized by the total number of samples taken at a given distance below
echo top. Black dashed lines indicate the 10th, 50th, and 90th percentile of vertical velocity as
a function of distance below echo top height. Vertical green dashed line is at 0.5 m s−1 vertical
velocity.

Sorting the vertical velocity data by air temperature mainly illustrates the different sampling

strategies and environmental settings between the projects. The vertical velocity distributions

sorted by temperature categories are very similar to the overall project distribution for IMPACTS

and vary slightly among temperatures for PLOWS (Fig. 5.5). The PLOWS near-cloud top storm

environments tended to be colder than those for IMPACTS. As a consequence, PLOWS had

more flight legs than IMPACTS at temperatures ≤ -22◦C, corresponding to polycrystalline

and multiple ice growth modes (Hueholt et al. 2022). The vertical velocity distribution for

PLOWS was shifted slightly higher for this low temperature category as compared to PLOWS

samples obtained at higher temperatures. Samples at air temperatures between -22◦C and -8◦C

represent more than half the samples from both IMPACTS and PLOWS. In this temperature

range, ice growth mode is a function of both temperature and relative humidity, with multiple

growth mode at low supersaturations with respect to ice, tabular growth for RHwater < 100%
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and branched growth for RHwater > 100%. The 140 IMPACTS flight legs between -8◦C and

0◦C corresponding to tabular and columnar ice growth modes, have about 7% of samples

capable of lofting snow. The PLOWS data for these temperatures is based on only 2485 100-m

horizontal scale samples and shows a distribution shifted toward lower vertical velocity values

with only 1% capable of lofting snow. Because of the small sample size, the PLOWS data at

these temperatures may not be representative.

In-cloud vertical velocity by temperature
Left column: IMPACTS, right column: PLOWS
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Figure 5.5: Histograms of in-cloud vertical velocity measurements taken on level flight legs at
different temperature ranges, from colder temperatures at the top to warmer temperatures
at the bottom, as indicated in subplot titles along with the sample size at each temperature
range. Data are averaged over 1 s corresponding to about 100 m based on typical air speeds.
Distributions from IMPACTS are shown in the left column, and distributions from PLOWS are
shown in the right column. Temperature ranges were chosen to correspond with different ice
growth modes (Hueholt et al. 2022). Overlays on each panel are as in Fig. 5.4. Gold lines show
the distribution for all IMPACTS and PLOWS data in straight and level legs from Fig. 5.3c.

Of the IMPACTS in-cloud vertical velocity data sampled at times when a low pressure center

can be tracked using ERA5 data (Tomkins et al. 2024a), most of the sampling was done in

the northwest quadrant of cyclones (Fig. 5.6). When the data are subset by quadrant, higher

proportions of in-cloud vertical velocity measurements ≥ 0.5 m s−1 are found in the northwest

(0.108) and northeast (0.105) quadrants. Air mass boundaries (warm and/or occluded fronts)
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Figure 5.6: In-cloud level flight legs sampled during IMPACTS, shown in a Lagrangian frame-
work relative to the low pressure center as determined using ERA5 data (Tomkins et al. 2024a).
The origin of this figure represents the location of the low pressure center.
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Figure 5.7: Distribution of in-cloud vertical velocity sampled during IMPACTS by cyclone
quadrant. Overlays in each subplot are as in Fig. 5.5.
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are often found in the northwest and northeast quadrants, which are generally associated with

frontogenesis and strong vertical wind shear (which may be sufficient for Kelvin-Helmholtz

instability). The warmer air mass above warm fronts also often contains local potential insta-

bility (Markowski and Richardson 2010, p. 132). Release of instability near warm and occluded

frontal surfaces likely results in a broader distribution of vertical velocity in the northwest and

northeast quadrants.

Because the research flights during IMPACTS and PLOWS targeted regions of likely snow

growth, we expect the proportion of aircraft samples with vertical velocity ≥ 0.5 m s−1 to be

an overestimate compared to the proportion of the entire storm volume with vertical velocity

≥ 0.5 m s−1. Therefore, the IMPACTS and PLOWS velocity distributions (Fig. 5.3) showing less

than ∼10% of in-cloud measurements of upward air velocity ≥ 0.5 m s−1 represent an upper

bound, so strong enough upward motions to loft precipitation-size ice particles are only present

in a small portion of winter storms. We found vertical velocity measurements ≥ 0.5 m s−1 more

frequently when subsetting to measurements taken < 3 km below CRS echo top (Fig. 5.4).

The preferred locations of stronger upward motions near cloud top relates to the frequent

occurrence of generating cells at these locations. It is also inconsistent with the locations of

frontal surfaces which tend to be in the lower portions of the storm (Wallace and Hobbs 2006).

5.1.3 Updraft envelope properties

We identified 2253 updraft envelopes during IMPACTS and 1079 updraft envelopes during

PLOWS. Many of those updraft envelopes were narrow and weak, i.e., the updraft envelope

threshold (0.5 m s−1) was only barely met for a brief time period (few hundred m distance). The

mean length of updraft envelopes observed during both IMPACTS and PLOWS was 0.53 km,

while the median updraft envelope length was 0.27 km for IMPACTS and 0.24 km for PLOWS.

Overall, 90% of updrafts envelopes were shorter than 1.2 km. The median value of the updraft

envelope mean vertical velocity was 0.75 m s−1 for IMPACTS and 0.72 m s−1 for PLOWS. There

does not appear to be a correlation between updraft envelope length and mean vertical velocity,

i.e., wider updrafts are not necessarily stronger (Fig. 5.8a). Keeping in mind that updraft en-

velopes are defined as contiguous spans along flight track with w > 0.5 m s−1, median envelope

mean vertical velocity values are only slightly higher, 0.74 m s−1 for IMPACTS and 0.72 m s−1 for

PLOWS. In aggregate, the more numerous narrower updraft envelopes contributed more of

the upward mass flux than the more sparse wider envelopes (Fig. 5.8b). During IMPACTS, 65%

of the upward mass flux (Eq. 4.1) within envelopes meeting our criteria was contributed by

updraft envelopes shorter than 2 km. For PLOWS, this value was 64%.
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Figure 5.8: (a) 2-D histogram of updraft envelope mean vertical velocity against updraft
envelope length, for IMPACTS and PLOWS combined. (b) The proportion of total upward mass
flux contributed by updraft envelopes within 0.5-km length bins for IMPACTS and PLOWS
separately.

5.2 Modeled distributions of in-cloud vertical velocity in win-

ter storms

As a rough prototype of a potential future line of inquiry, we compare our observed distribu-

tions of vertical velocity to model output from colleagues who used the Weather Research

and Forecasting Model (WRF) to simulate winter storms. One of the simulated cases was a

snow storm that occurred on 1-3 February 2016 in the Midwest United States (Lackmann and

Thompson 2019, Gary Lackmann, personal communication), the other case occurred on 7

February 2020 in the Northeast United States (this storm was sampled during IMPACTS; Brian

Colle, personal communication). Both simulations used Thompson microphysics (Thompson

et al. 2004) and other key parameterization settings were similar. For both simulations we focus

on a time interval during the mature stage of the storm. For the 1-3 February 2016 case, we

examine four output time steps at 3 km horizontal grid spacing, each 15 min apart. For the 7

February 2020 case, we examine nine output time steps at 2 km horizontal grid spacing, also

with 15 min between each output time step.

We define in-cloud grid points in the model output as those with a total cloud water and

cloud ice mixing ratio (qc + qi ) of at least 10−3 g kg−1. We also subset to grid points with a

temperature between -40◦C and 0◦C. Across all of the time steps, there was a total of roughly

2.6 million grid points meeting these conditions in the 2016 case simulation, and roughly 4.1
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(c) WRF Simulation (2020/02, Northeast US, 2 km grid spacing)
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(d) WRF Simulation (2016/02, Midwest US, 3 km grid spacing)
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Figure 5.9: Histograms of in-cloud vertical velocity, in terms of the proportion of data within
each bin, for (a) IMPACTS, (b) PLOWS, and WRF simulations of (c) the 1-3 February 2016
case and (d) the 7 February 2020 case. In this figure, the data from IMPACTS and PLOWS are
smoothed and subsampled to 20-second averages (based on typical airspeeds, approximately
2 km spatial scale). In each panel, the proportion of points where vertical velocity ≥ 0.5 m s−1 is
annotated in green, and the mean, 10th percentile, 50th percentile, and 90th percentile of the
vertical velocity are shown using vertical lines as indicated by the legend.
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million grid points meeting these conditions in the 2020 case simulation.

Because vertical velocity is scale-variant as discussed in Sect. 4.1, we compare the simulated

distributions of in-cloud vertical velocity to observed data which are smoothed and subsampled

to 20-second averages (Fig. 5.9). As the aircraft ground speed was typically around 100 m s−1,

20 s represents about 2 km-resolution data. Averaging and subsampling in this way reduces the

proportion of observed in-cloud vertical velocities ≥ 0.5 m s−1 during IMPACTS and PLOWS to

5.5% and 4.2%, respectively.

The distributions of in-cloud vertical velocity for the two simulated cases have some no-

table discrepancies compared to the observed data sets from IMPACTS and PLOWS (Fig. 5.9).

Although this comparison is not "apples to apples," as it is between the entire in-cloud volumes

at altitudes above 0◦C for the model output versus along the flight tracks for the observations,

some information relevant to motivating future work can be gleaned. Given that PLOWS in

particular, and IMPACTS to an extent, targeted regions where upward motions and ice growth

were expected, their observed updraft distributions are likely upper bounds on what would

be present over the entire storm volume. Yet, the models show substantially higher propor-

tions of values > 0.5 m s−1 (WRF Northeast case 8.6%, WRF Midwest case 6.3%) as compared

to IMPACTS (5.5%) and PLOWS (4.2%). In-cloud downdrafts are noticeably more rare in the

model output compared to the observations, as indicated by the 10th percentile of vertical

velocity (-0.30 m s−1 for IMPACTS, -0.14 m s−1 for PLOWS, -0.12 m s−1 for the WRF Northeast

case, and -0.07 m s−1 for the WRF Midwest case). Numerical models with grid spacing > 1 km

do not resolve turbulence and mixing well, which can lead to updrafts that are too strong, even

compared to observed data at the same scale (Bryan et al. 2003). Detailed comparisons with

model output are beyond the scope of this study. Future work can improve the comparison

methods and address whether there is a systemic overestimate in modeled vertical velocity

distributions toward stronger values at 2 km scales typical of mesoscale model simulations.

5.3 Observed in-cloud relative humidity distribution in winter

storms

As another prototype for future work, we examine the in situ-observed distribution of RHice

from IMPACTS as a function of the distance from CRS echo top height (Fig. 5.10). RHice was

measured using a chilled mirror hygrometer on the P-3, which has a measurement uncertainty

of∼5%. Therefore, points with measured RHice < 95% are points with ice shrinkage, points with

measured RHice > 105% are points with ice growth, and points in between are uncertain.

This preliminary analysis suggests that regions within 2 km of cloud top height are the
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Figure 5.10: 2D histogram of RHice against distance below echo top height for IMPACTS in-
cloud samples with air temperature < 0◦C. The number of points in each bin is normalized
by the total number of samples taken at a given distance from echo top. Black dashed lines
indicate the 10th, 50th, and 90th percentile of RHice as a function of distance from echo top
height. Vertical brown line is at 95% RHice, and vertical blue line is at 105% RHice.

primary regions of ice mass increases in winter storms. The distribution of RHice broadens

closer to echo top, and the mode of the RHice distribution shifts to higher values at altitudes

closer to echo top. Points with RHice > 105% were observed less than one-tenth of the time at

all altitudes more than 2 km below echo top height. The median RHice value increases from

∼95% at 2 km below echo top height to nearly 105% in the closest 0.5 km below echo top height

(Fig. 5.10). Lower regions of cloud (> 2 km below cloud top) are more likely to be regions where

ice mass is constant or decreasing.

5.4 Conclusions

We used in situ measurements of vertical velocity obtained during winter storms from the

IMPACTS (Fig. 5.3a) and PLOWS (Fig. 5.3b) field campaigns to characterize the distributions of
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vertical velocity by distance from cloud radar echo top and temperature, and tabulated the

horizontal breadth of updrafts. Based on straight and level flight leg data corresponding to

about 100-m spatial scale, our key results are:

• Upward motions capable of lofting precipitation-sized ice were often associated with

cloud-top generating cells, while regions below generating cell layers typically had much

fewer updrafts.

• Vertical velocity exceeded 0.5 m s−1 in less than 10% of the samples (9.1% of 100-m scale

measurements during IMPACTS and 7.5% during PLOWS).

• Most (57%) updraft envelopes exceeding a threshold of 0.5 m s−1 were less than 300 m

in breadth (median envelope lengths of 0.27 km for IMPACTS and 0.24 km for PLOWS).

90% of updraft envelopes were less than 1.2 km in breadth.

• The more numerous narrower updrafts (< 2 km) contributed more upward mass flux

within updraft envelopes than the scarcer wider updrafts.

These results show that the types of winter storms sampled by IMPACTS and PLOWS

(extratropical cyclones, e.g., Nor’easters, Alberta clippers, and Great Plains cyclones) contain

mostly weak vertical motions incapable of lofting precipitation-size ice. Our findings are not

applicable to orographic or lake-effect snow storms which superimpose additional forcings on

extratropical cyclones. The findings that upward motions (≥ 0.5 m s−1) are present in only small

portions of the cloud volume and are most common in regions near cloud top generating cells

extends and confirms the work of Rosenow et al. (2014) who used airborne radar data obtained

during PLOWS. In addition to generating cells, Kelvin-Helmholtz waves also yield upward

motions≥ 0.5 m s−1 in some regions of winter storms but these also manifest as sporadic, small

convective scale updrafts (< 2 km across; e.g., Rauber et al. 2017).

Even when one overcompensates for the sampling bias of updraft envelopes size by multi-

plying aircraft measured length by 3.2 (Sect. 4.2.6), the vast majority of updrafts potentially

capable of lofting snow are< 1 km. There is a lack of observational evidence supporting the exis-

tence of> 25 km broad areas of uplift capable of lofting precipitation-sized ice in flat-land winter

storms. The strengths and sizes of actual updrafts within these storms bear little resemblance

to the conceptual model of a 25+ km wide updraft regions with vertical air motions > 0.5 m s−1

in Lackmann and Thompson (2019). Lackmann and Thompson (2019) mistakenly cited broad-

scale lofting as a primary factor in residence time. They ignored other factors in residence time

including the altitudes where precipitation-size ice first forms and begins to fall. Convective-

scale overturning motions are important to produce upward air motion ≥ 0.5 m s−1. Gradual
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large-scale layer lifting within winter storms may contribute to the destabilization of the envi-

ronment and to the subsequent release of instability allowing for cloud-top generating cells

to form, as discussed in previous work on conditional symmetric instability and slant-wise

convection (e.g., Xu 1992; Schultz and Schumacher 1999; Morcrette and Browning 2006).

Generating cells near the top of winter storms are key regions where cloud ice can grow

to precipitation size by vapor deposition and riming. The precipitation particles falling from

cloud top are then advected horizontally by the mean flow. Convergent flow may result in

locally higher precipitation particle concentrations (Janiszeski et al. 2023), or sheared flow may

"smear" ice streamers together (Tomkins 2024). To maintain conditions of supersaturation

with respect to water requires stronger updrafts than it does to maintain supersaturation with

respect to ice. Below the layer of generating cells, vertical motions are weaker, the air is less

likely to be supersaturated with respect to ice, and ice mass shrinkage via sublimation is more

likely. Sublimation can be a self-limiting process, as it increases the ambient relative humidity

which later particles fall through. But, vertical air motions and ambient RH do not completely

describe the conditions immediately adjacent (few microns) to the surface of individual ice

particles. When there is nonzero airflow around an ice crystal (such as when it is falling and/or

advected by horizontal winds), ventilation can enhance vapor density at an ice particle’s corners,

increasing RH immediately adjacent to the particle above ambient values (Hallett and Mason

1958; Keller and Hallett 1982; Takahashi et al. 1991; Fukuta and Takahashi 1999). Quantitative

ventilation effects for the complex shapes of natural snow are poorly understood and hence

often not accounted for in numerical models but may well turn out to be an important process

in ice mass growth (Wang 2002; Bailey and Hallett 2002).

Surface snowfall rates and accumulations depend on where within the storm precipitation-

size particles form and conditions along their trajectories to the ground. Precipitation-sized ice

that forms at higher altitudes has more time to be horizontally advected and dispersed than ice

particles that only grow to sufficient size and begin to fall at lower altitudes. Preliminary analysis

of in situ-observed RHice data from IMPACTS lends evidence that regions within∼2 km of cloud

top are where most ice growth occurs in winter storms (Fig. 5.10). During the 2023 IMPACTS

deployment, two laser diode hygrometers (DLHs; Diskin et al. 2002) were used in addition to

the chilled mirror hygrometer to measure humidity. These independent measurements of RHice

allow for improved evaluation of data quality. Future analysis of in situ RH data from IMPACTS

in the context of in situ vertical air motions and coordinated cloud radar data is likely to yield

further insights into ambient conditions and processes associated with ice mass growth and

shrinkage.
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CHAPTER

6

CONCLUSIONS

6.1 Summary of key findings

We utilized two recent and unique observational data sets to:

1. Investigate the occurrence of gravity waves and their co-occurrence with enhanced

reflectivity features and Doppler velocity waves in winter storms in the Toronto, ON,

Canada, and New York, NY, USA, metro areas.

2. Characterize the distribution of in-cloud vertical velocity in winter storms and evaluate

where and in what portion of winter storms there is strong enough upward motion to

loft precipitation-size ice particles.

We used data from networks of high-precision pressure sensors in Toronto and New York to

objectively identify pressure wave events with wavelengths ≤ 170 km, wave periods ≤ 67 min,

and amplitudes between 0.45 hPa and 5.5 hPa. Context from reanalysis, radar, and surface

weather station data helped determine which of these pressure wave events were gravity waves,

as opposed to surface fronts, outflow boundaries, or a wake low. We found only 23 coherent

gravity wave events meeting our criteria across 40 months of data. Only 6 gravity wave events

co-occurred with surface snowfall. We found no instances of enhanced reflectivity bands in
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snow being collocated with gravity waves, and only 3 instances of enhanced reflectivity bands

in rain being collocated with gravity waves.

In situ aircraft data from 42 research flights into winter storms during the PLOWS and IM-

PACTS field campaigns revealed an in-cloud 100-m scale vertical velocity distribution centered

near 0 m s−1 and with< 10% of in-cloud measurements having upward motion≥ 0.5 m s−1. Most

updrafts were small in spatial scale. 90% of the updraft envelopes we identified were < 1.2 km

long. We found upward motions ≥ 0.5 m s−1 to be more common closer to cloud radar echo

top, where there are cloud-top generating cells and colder temperatures. Our results reaffirm

the conclusions of previous studies (e.g., Rosenow et al. 2014) which found stronger vertical

motions associated with cloud-top generating cells and wave motions. Nearly everywhere else

in winter storms vertical motions capable of lofting snow are scarce.

6.2 Implications

6.2.1 On gravity waves in winter storms

While there are individual cases in the literature indicating that gravity waves are an important

contributor to heavy snowfall rates, our findings suggest that gravity waves do not commonly

yield enhanced reflectivity features in flat-land winter storms. For example, the gravity wave

case presented by Bosart et al. (1998) and Zhang et al. (2002) was unusual in many ways.

That gravity wave underwent a resonant interaction with an upper-level front leading to its

amplification to roughly 10 hPa peak-to-trough (we did not detect any pressure wave events

with a peak-to-trough amplitude > 5.5 hPa). The gravity wave also became "inseparable"

from the upper-level front in this process (Zhang et al. 2002), obfuscating the degree to which

the gravity wave and the front respectively contributed to the heavy snow event. Other cases

have been recorded of terrain-generated gravity waves contributing to heavy snowfall events

(e.g., Gaffin et al. 2003). Orographic processes are not relevant in our study regions along the

Northeast US coastline or in Southern Ontario.

The surface cyclone-relative locations of gravity waves in our results and in the literature, as

well as the typical surface cyclone track associated with snow events in the Northeast US also

seem to imply that gravity waves would be uncommon during snow storms in the Northeast

US. Gravity waves are most often found east of cyclones, ahead of warm fronts (Table 3.3 and

Uccellini and Koch 1987). Cyclone tracks during Northeast US snow events are often offshore

(Fig. 3.11), meaning that gravity waves would be expected even farther offshore. Hence, we

only detected one gravity wave event during a snow storm in the New York City metro area.
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6.2.2 On winter storm in-cloud vertical velocities

Smaller-scale updrafts associated with cloud-top generating cells appear to be the main re-

gion of ice growth in winter storms. Regions of relatively high precipitation ice mass per unit

volume could form in cloud-top generating cells, then the resulting ice streamers are tilted

and smeared during their descent through layers with wind shear (Tomkins 2024). Numerical

weather models need to reasonably represent the distributions of naturally-occurring vertical

velocity magnitudes and updraft sizes in order to improve prediction of snowfall rates and

accumulations.

The hypothesis that broad-scale (25+ km) lofting of precipitation-size ice particles is com-

monly of importance to generating locally-enhanced surface snowfall rates (Lackmann and

Thompson 2019) likely originated in part from mistaken interpretations of previous work that

did not account for the scales of the observations cited and the scale variance of vertical air

motions (Section 4.1.2). Broad-scale upward motion strong enough to loft snow particles ap-

pears to be rare in flat-land winter storms. Additionally, common practice in plotting vertical

cross-sections with high vertical to horizontal aspect ratios yields vertically exaggerated plots

and distorts features such as sloping fronts making them appear much more upright than they

actually are.

6.3 Future work

There are still remaining questions on the nature of Doppler velocity waves in winter storms

and their relevance (or lack thereof) to increased snow rates. We found in a few cases that gravity

waves co-occurred with Doppler velocity waves in the New York City and Toronto metro areas

(Table 3.4). Since gravity waves during surface snow were rare at our locations, we do not have

a sufficient sample to draw conclusions about the relationship among gravity waves, Doppler

velocity waves, and snow rates. Tomkins (2024) found that time periods with Doppler velocity

waves were associated with slightly higher snow rates than time periods without Doppler

velocity waves in the New York City and Boston metro areas. Future work could examine if there

is a causal relationship between Doppler velocity waves and enhanced snow rates, or if this is

coincidence or caused by a different physical mechanism (i.e., if both Doppler velocity waves

and enhanced snow rates are both commonly present in similar environments but otherwise

unrelated). Other possible mechanisms should be explored as potential primary causes for

the Doppler velocity waves, such as flow anomalies associated with potential vorticity dipoles

(Leonardo and Colle 2023). Kelvin-Helmholtz waves may also produce Doppler velocity waves

on scales of∼3 km Houser and Bluestein (2011); Barnes et al. (2018) but most Kelvin-Helmholtz
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waves are at smaller horizontal scales (e.g., Browning 1971b; Plant and Keith 2007). To determine

if the shear instability required for Kelvin-Helmholtz waves is present, information on the wind

and thermodynamic profile are required. Either weather balloon or vertical wind profiler data

can provide the wind profile. Weather balloon data or other in situ measurements such as from

a drone or aircraft are needed to provide the thermodynamic profile within cloud.

There are many potential avenues for future work with the data collected during IMPACTS.

In order to further explore the ambient environmental conditions associated with ice particle

growth and shrinkage, in situ humidity data need to be analyzed (Hueholt et al. 2022). In the

2023 IMPACTS deployment, two diode laser hygrometers (DLH; Diskin et al. 2002) with different

laser path lengths were used to precisely measure in situ humidity on the P-3, in addition to a

standard chilled mirror hygrometer which was used during all three winter seasons of IMPACTS

deployments. The Particle Habit Imaging and Polar Scattering (PHIPS) probe (Abdelmonem

et al. 2011) provided high-resolution particle images during each IMPACTS deployment. The

PHIPS images are of adequate resolution to discern ice particle shapes and degrees of riming,

which will inform on the sequences of growth modes of the ice particles (Hueholt et al. 2022).

Corresponding humidity data will indicate whether ice particles are actively growing where

they were observed (RHice > 100%) or not. Subsequent analysis of ambient environmental

properties examined in this study with corresponding RH will address basic questions regarding

the conditions associated with ice mass increases and decreases. If there is substantial ice

shrinkage in winter storms below generating cell layers, then the ground-relative height of

generating cells may be relevant to snow rate. For example, if generating cells are present at

7 km altitude, then more of the falling snow could sublimate than if generating cells were

present at 5 km altitude.

Current conceptual models assume RHice > 100% in radar echo and that precipitation-size

ice grows gradually and relatively continuously as it descends from generating cells near cloud

top to the surface (e.g., Plummer et al. 2014, 2015; Rosenow et al. 2014). In contrast, IMPACTS

data sets on vertical air motions suggest that ice growth is likely to be more episodic than

continuous. Most updrafts stronger than 0.5 m s−1 were < 300 m across, with regions of weak or

downward vertical motion in between. Ice particles likely grow within these narrow updrafts

for a brief period of time (on the order of minutes) relative to their overall residence time in

cloud (on the order of 1 hr to fall 4 km). Our findings are consistent with a conceptual model

for flat-land winter storms in which most ice growth occurs near cloud top in overturning

generating cells associated with some combination of conditional, potential, and/or shear

instability. While the large-scale, weak vertical motions associated with synoptic-scale forcing

in winter storms likely do not directly yield or maintain supersaturation with respect to ice

over a large portion of cloud volume, they may be relevant to yielding, maintaining, and/or
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releasing the instability which leads to overturning cloud-top generating cells. Weather balloon

observations in regions of winter storms with and without conditional, potential, and shear

instability would be needed to examine this idea, along with context on large-scale forcing for

ascent which would likely come from reanalysis model output. A modelling approach would

require careful analysis of the large scale forcing for vertical air motion along with the change

in local stability with time in advance of generating cell formation over a given area.

Gravity waves appear unlikely to be a primary process for enhancing snowfall in typical

flat-land winter storms. Further improvements in understanding the physical processes asso-

ciated with ice mass increases will benefit from filling two major gaps in current knowledge.

While ground-based and airborne observations have yielded many snapshots of winter storm

generating cell structures, we lack key information on their life cycles. Do typical generating

cells persist for 10 minutes or an hour? How does the distribution of cell duration relate to

the sources of instability? Observation platforms that can follow a set of generating cells are

needed to address these questions. The small spatial scales of updrafts (often< 300 m) suggests

that numerical model grid spacing ≥ 1 km may be inadequate for realistically simulating

cloud processes in winter storms (as found by Bryan et al. 2003, for deep convection). To date,

quantitative estimates of ventilation effects come from a few laboratory studies (e.g., Bailey

and Hallett 2002) and modelling of idealized ice shapes (e.g., Wang 2002). More laboratory work

is needed for both idealized and more realistic ice shapes while varying RHice within naturally

occurring ambient values.
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APPENDIX

A

ERA5 FORCING AND INSTABILITY METRICS

FOR SELECTED P-3 FLIGHT LEGS DURING

IMPACTS

In this appendix, selected cross-sections of ERA5 forcing (frontogenesis and vertical velocity)

and instability (Kelvin-Helmholtz instability, potential instability, and conditional instability)

are shown for P-3 in-cloud flight legs during IMPACTS which were≥ 50 km long and which likely

had frozen precipitation at the surface (ERA5 2-meter temperature < 0◦C). The cross-sections

shown in this appendix are for flight legs either through relatively strong frontogenesis or in

which several in-cloud updrafts were sampled. The full set of cross-sections can be found at

https://doi.org/10.17605/OSF.IO/J9VWY (Allen and Yuter 2024).
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ERA5 (02/05 22 UTC) cross-section along P-3 flight leg at 2020/02/05 21:47-22:19 UTC
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(41.01, -89.07) (38.85, -87.17)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

K
 (

10
0 

km
)-1

 h
r-1

(b) Moist Richardson Number

(41.01, -89.07) (38.85, -87.17)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

0

0.1

0.2

R
ic

ha
rd

so
n 

N
um

be
r

(c) Potential Instability

(41.01, -89.07) (38.85, -87.17)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(d) Conditional Instability

(41.01, -89.07) (38.85, -87.17)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(e) Vertical Velocity

(41.01, -89.07) (38.85, -87.17)

0 50 100 150 200 250

Distance (km)

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

O
m

eg
a 

(P
a 

s-1
)

(f) MSLP and 700 hPa frontogenesis

(g) Updraft envelope lengths
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Figure A.1: Cross-sections (3:1 aspect ratio) of (a) frontogenesis [K (100 km)−1 hr−1], (b) moist
Richardson number (unitless), (c) the vertical gradient in θe (K km−1), (d) the vertical gradient
in θ ∗e (K km−1), and (e) vertical velocity (Pa s−1, where negative values indicate upward motion)
from ERA5 data along the P-3 flight leg from 21:47 to 22:19 UTC 05 February 2020. In (a)-(e),
the P-3 flight track is shown by thin black lines and in-cloud updraft observations ≥ 0.5 m s−1

are shown by thicker black ((a) and e) or magenta ((b)-(d) lines. (f ) Map of the P-3 flight track
(blue), with MSLP (black contours every 5 hPa) and 700 hPa frontogenesis [K (100 km)−1 hr−1]
from ERA5 data at the time corresponding to the cross-sections. (g) Histogram of in-cloud
updraft envelope lengths for the flight leg shown.
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ERA5 (02/07 17 UTC) cross-section along P-3 flight leg at 2020/02/07 16:17-16:43 UTC

(a) Frontogenesis

(42.88, -76.32) (42.83, -73.87)

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

K
 (

10
0 

km
)-1

 h
r-1

(b) Moist Richardson Number

(42.88, -76.32) (42.83, -73.87)

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

0

0.1

0.2

R
ic

ha
rd

so
n 

N
um

be
r

(c) Potential Instability

(42.88, -76.32) (42.83, -73.87)

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(d) Conditional Instability

(42.88, -76.32) (42.83, -73.87)

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(e) Vertical Velocity

(42.88, -76.32) (42.83, -73.87)

0 20 40 60 80 10
0

12
0

14
0

16
0

18
0

20
0

Distance (km)

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

O
m

eg
a 

(P
a 

s-1
)
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Figure A.2: As in Fig. A.1, but for the P-3 flight leg from 16:17 UTC 07 February 2020 to 16:43
UTC 07 February 2020.
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ERA5 (02/07 17 UTC) cross-section along P-3 flight leg at 2020/02/07 16:48-17:17 UTC
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Figure A.3: As in Fig. A.1, but for the P-3 flight leg from 16:48 UTC 07 February 2020 to 17:17
UTC 07 February 2020.
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ERA5 (02/18 20 UTC) cross-section along P-3 flight leg at 2020/02/18 19:32-20:03 UTC
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Figure A.4: As in Fig. A.1, but for the P-3 flight leg from 19:32 UTC 18 February 2020 to 20:03
UTC 18 February 2020.
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ERA5 (02/19 16 UTC) cross-section along P-3 flight leg at 2022/02/19 15:15-15:47 UTC

(a) Frontogenesis

(46.01, -73.18) (46.9, -71.37)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2
0
2

K
 (

10
0 

km
)-1

 h
r-1

(b) Moist Richardson Number

(46.01, -73.18) (46.9, -71.37)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

0

0.1

0.2
R

ic
ha

rd
so

n 
N

um
be

r

(c) Potential Instability

(46.01, -73.18) (46.9, -71.37)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(d) Conditional Instability

(46.01, -73.18) (46.9, -71.37)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(e) Vertical Velocity

(46.01, -73.18) (46.9, -71.37)

0 20 40 60 80 10
0

12
0

14
0

16
0

Distance (km)

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

O
m

eg
a 

(P
a 

s-1
)

(f) MSLP and 700 hPa frontogenesis

(g) Updraft envelope lengths

0 10 20 30 40

Envelope length (km)

0

5

10

15

20

N
um

be
r 

of
 e

nv
el

op
es

-3 -2 -1 0 1 2 3

K (100 km)-1 hr-1

Figure A.5: As in Fig. A.1, but for the P-3 flight leg from 15:15 UTC 19 February 2022 to 15:47
UTC 19 February 2022.
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ERA5 (02/19 18 UTC) cross-section along P-3 flight leg at 2022/02/19 17:24-17:39 UTC
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Figure A.6: As in Fig. A.1, but for the P-3 flight leg from 17:24 UTC 19 February 2022 to 17:39
UTC 19 February 2022.
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ERA5 (02/19 18 UTC) cross-section along P-3 flight leg at 2022/02/19 17:42-17:57 UTC
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Figure A.7: As in Fig. A.1, but for the P-3 flight leg from 17:42 UTC 19 February 2022 to 17:57
UTC 19 February 2022.
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ERA5 (01/19 22 UTC) cross-section along P-3 flight leg at 2023/01/19 21:41-22:09 UTC
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Figure A.8: As in Fig. A.1, but for the P-3 flight leg from 21:41 UTC 19 January 2023 to 22:09
UTC 19 January 2023.
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ERA5 (01/19 23 UTC) cross-section along P-3 flight leg at 2023/01/19 22:13-22:47 UTC
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Figure A.9: As in Fig. A.1, but for the P-3 flight leg from 22:13 UTC 19 January 2023 to 22:47
UTC 19 January 2023.
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ERA5 (01/19 23 UTC) cross-section along P-3 flight leg at 2023/01/19 23:17-23:28 UTC
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Figure A.10: As in Fig. A.1, but for the P-3 flight leg from 23:17 UTC 19 January 2023 to 23:28
UTC 19 January 2023.
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ERA5 (01/20 00 UTC) cross-section along P-3 flight leg at 2023/01/20 00:14-00:26 UTC

(a) Frontogenesis

(44.64, -75.67) (45.57, -75.18)

0 10 20 30 40 50 60 70 80 90
10

0
11

00

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

K
 (

10
0 

km
)-1

 h
r-1

(b) Moist Richardson Number

(44.64, -75.67) (45.57, -75.18)

0 10 20 30 40 50 60 70 80 90
10

0
11

00

5000

10000

H
ei

gh
t A

S
L 

(m
)

0

0.1

0.2

R
ic

ha
rd

so
n 

N
um

be
r

(c) Potential Instability

(44.64, -75.67) (45.57, -75.18)

0 10 20 30 40 50 60 70 80 90
10

0
11

00

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(d) Conditional Instability

(44.64, -75.67) (45.57, -75.18)

0 10 20 30 40 50 60 70 80 90
10

0
11

00

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(e) Vertical Velocity

(44.64, -75.67) (45.57, -75.18)

0 10 20 30 40 50 60 70 80 90
10

0
11

0

Distance (km)

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

O
m

eg
a 

(P
a 

s-1
)

(f) MSLP and 700 hPa frontogenesis

(g) Updraft envelope lengths

0 10 20 30 40

Envelope length (km)

0

5

10

15

20

25

N
um

be
r 

of
 e

nv
el

op
es

-3 -2 -1 0 1 2 3

K (100 km)-1 hr-1

Figure A.11: As in Fig. A.1, but for the P-3 flight leg from 00:14 UTC 20 January 2023 to 00:26
UTC 20 January 2023.
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ERA5 (01/20 01 UTC) cross-section along P-3 flight leg at 2023/01/20 00:31-00:44 UTC
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Figure A.12: As in Fig. A.1, but for the P-3 flight leg from 00:31 UTC 20 January 2023 to 00:44
UTC 20 January 2023.
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ERA5 (01/20 01 UTC) cross-section along P-3 flight leg at 2023/01/20 00:48-01:01 UTC
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Figure A.13: As in Fig. A.1, but for the P-3 flight leg from 00:48 UTC 20 January 2023 to 01:01
UTC 20 January 2023.
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ERA5 (01/23 14 UTC) cross-section along P-3 flight leg at 2023/01/23 13:59-14:13 UTC
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Figure A.14: As in Fig. A.1, but for the P-3 flight leg from 13:59 UTC 23 January 2023 to 14:13
UTC 23 January 2023.
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ERA5 (01/23 14 UTC) cross-section along P-3 flight leg at 2023/01/23 14:25-14:32 UTC
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Figure A.15: As in Fig. A.1, but for the P-3 flight leg from 14:25 UTC 23 January 2023 to 14:32
UTC 23 January 2023.
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ERA5 (01/23 15 UTC) cross-section along P-3 flight leg at 2023/01/23 14:34-14:47 UTC

(a) Frontogenesis
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Figure A.16: As in Fig. A.1, but for the P-3 flight leg from 14:34 UTC 23 January 2023 to 14:47
UTC 23 January 2023.
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ERA5 (01/23 15 UTC) cross-section along P-3 flight leg at 2023/01/23 14:51-15:24 UTC
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(43.46, -71.58) (44.95, -68.89)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2
0
2

K
 (

10
0 

km
)-1

 h
r-1

(b) Moist Richardson Number

(43.46, -71.58) (44.95, -68.89)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

0

0.1

0.2

R
ic

ha
rd

so
n 

N
um

be
r

(c) Potential Instability

(43.46, -71.58) (44.95, -68.89)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(d) Conditional Instability

(43.46, -71.58) (44.95, -68.89)

0 50 100 150 200 250
0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(e) Vertical Velocity

(43.46, -71.58) (44.95, -68.89)

0 50 100 150 200 250

Distance (km)

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

O
m

eg
a 

(P
a 

s-1
)

(f) MSLP and 700 hPa frontogenesis

(g) Updraft envelope lengths

0 10 20 30 40

Envelope length (km)

0

20

40

60

80

N
um

be
r 

of
 e

nv
el

op
es

-3 -2 -1 0 1 2 3

K (100 km)-1 hr-1

Figure A.17: As in Fig. A.1, but for the P-3 flight leg from 14:51 UTC 23 January 2023 to 15:24
UTC 23 January 2023.
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ERA5 (01/23 16 UTC) cross-section along P-3 flight leg at 2023/01/23 16:02-16:24 UTC
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(44.88, -70.53) (43.5, -69.6)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2
0
2

K
 (

10
0 

km
)-1

 h
r-1

(b) Moist Richardson Number

(44.88, -70.53) (43.5, -69.6)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

0

0.1

0.2
R

ic
ha

rd
so

n 
N

um
be

r

(c) Potential Instability

(44.88, -70.53) (43.5, -69.6)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(d) Conditional Instability

(44.88, -70.53) (43.5, -69.6)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(e) Vertical Velocity

(44.88, -70.53) (43.5, -69.6)

0 20 40 60 80 10
0

12
0

14
0

16
0

Distance (km)

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

O
m

eg
a 

(P
a 

s-1
)

(f) MSLP and 700 hPa frontogenesis

(g) Updraft envelope lengths

0 10 20 30 40

Envelope length (km)

0

5

10

15

N
um

be
r 

of
 e

nv
el

op
es

-3 -2 -1 0 1 2 3

K (100 km)-1 hr-1

Figure A.18: As in Fig. A.1, but for the P-3 flight leg from 16:02 UTC 23 January 2023 to 16:24
UTC 23 January 2023.
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ERA5 (01/23 17 UTC) cross-section along P-3 flight leg at 2023/01/23 16:30-16:49 UTC

(a) Frontogenesis

(44.84, -70.5) (43.47, -69.57)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2
0
2

K
 (

10
0 

km
)-1

 h
r-1

(b) Moist Richardson Number

(44.84, -70.5) (43.47, -69.57)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

0

0.1

0.2
R

ic
ha

rd
so

n 
N

um
be

r

(c) Potential Instability

(44.84, -70.5) (43.47, -69.57)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(d) Conditional Instability

(44.84, -70.5) (43.47, -69.57)

0 20 40 60 80 10
0

12
0

14
0

16
0

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-20

0

20

(e) Vertical Velocity

(44.84, -70.5) (43.47, -69.57)

0 20 40 60 80 10
0

12
0

14
0

16
0

Distance (km)

0

5000

10000

H
ei

gh
t A

S
L 

(m
)

-2

0

2

O
m

eg
a 

(P
a 

s-1
)

(f) MSLP and 700 hPa frontogenesis

(g) Updraft envelope lengths

0 10 20 30 40

Envelope length (km)

0

5

10

15

20

25

30

N
um

be
r 

of
 e

nv
el

op
es

-3 -2 -1 0 1 2 3

K (100 km)-1 hr-1

Figure A.19: As in Fig. A.1, but for the P-3 flight leg from 16:30 UTC 23 January 2023 to 16:49
UTC 23 January 2023.
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ERA5 (02/16 18 UTC) cross-section along P-3 flight leg at 2023/02/16 17:58-18:19 UTC
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Figure A.20: As in Fig. A.1, but for the P-3 flight leg from 17:58 UTC 16 February 2023 to 18:19
UTC 16 February 2023.
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ERA5 (02/16 18 UTC) cross-section along P-3 flight leg at 2023/02/16 17:30-17:52 UTC
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Figure A.21: As in Fig. A.1, but for the P-3 flight leg from 17:30 UTC 16 February 2023 to 17:52
UTC 16 February 2023.
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ERA5 (02/16 19 UTC) cross-section along P-3 flight leg at 2023/02/16 18:26-18:54 UTC
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Figure A.22: As in Fig. A.1, but for the P-3 flight leg from 18:26 UTC 16 February 2023 to 18:54
UTC 16 February 2023.
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ERA5 (02/16 19 UTC) cross-section along P-3 flight leg at 2023/02/16 18:59-19:24 UTC
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Figure A.23: As in Fig. A.1, but for the P-3 flight leg from 18:59 UTC 16 February 2023 to 19:24
UTC 16 February 2023.

155



ERA5 (02/16 20 UTC) cross-section along P-3 flight leg at 2023/02/16 19:31-19:50 UTC
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(g) Updraft envelope lengths
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Figure A.24: As in Fig. A.1, but for the P-3 flight leg from 19:31 UTC 16 February 2023 to 19:50
UTC 16 February 2023.
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ERA5 (02/23 15 UTC) cross-section along P-3 flight leg at 2023/02/23 14:44-15:11 UTC
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Figure A.25: As in Fig. A.1, but for the P-3 flight leg from 14:44 UTC 23 February 2023 to 15:11
UTC 23 February 2023.
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ERA5 (02/28 11 UTC) cross-section along P-3 flight leg at 2023/02/28 10:58-11:21 UTC
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(f) MSLP and 700 hPa frontogenesis
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Figure A.26: As in Fig. A.1, but for the P-3 flight leg from 10:58 UTC 28 February 2023 to 11:21
UTC 28 February 2023.
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